Asymptotic preserving scheme for the shallow water equations with source terms on unstructured meshes
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\textbf{A B S T R A C T}

The following work is devoted to the construction and validation of a numerical scheme for the 2D shallow water system on unstructured meshes, supplemented by topography and friction source terms. Approximate solutions of frictionless flows are obtained considering a suitable formulation of the conservation laws, involving the water free surface and some fractions of water, accounting for the topography variations. The discretization of the friction source terms relies on the use of a modified Riemann solver for the flux computation. The resulting scheme is then corrected in order to achieve an asymptotic regime preservation. A MUSCL reconstruction is also performed to increase the space order of accuracy. The overall numerical approach is shown to be consistent, well-balanced and to satisfy a domain invariant principle. These results are assessed through several benchmark tests, involving complex geometry and varying bathymetry. In the presence of dry areas, special interest is given to the wave front speed computation, highlighting the stability of the method, even when implementing the asymptotic preserving correction.
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\section{0. Introduction}

Since the last decades, the necessity of finding numerical approaches providing relevant descriptions of hydrodynamic processes has been the source of many studies. Lots of numerical models are now available, relying on finite volume, finite elements, or discontinuous Galerkin methods for example. In the present work, we consider the classical Nonlinear Shallow Water (NSW in the following) equations:

\[
\partial_t w + \nabla \cdot \mathcal{H}(w) = B(w,z) + \mathcal{F}(w),
\]

where

\[
w = \left( \begin{array}{c} h \\ q_x \\ q_y \end{array} \right), \quad \mathcal{H}(w) = \left( \begin{array}{c} \frac{q_x}{h} \\frac{q_y}{h} \\frac{q_x^2}{h} + \frac{1}{2} gh^2 \\frac{q_y^2}{h} + \frac{1}{2} gh^2 \end{array} \right),
\]
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and the bathymetry and friction source terms are defined by:

$$\begin{align*}
\mathcal{B}(w, z) &= -\begin{pmatrix}
0 \\
gh_x \\
gh_y
\end{pmatrix}, \quad \mathcal{F}(w) &= -\begin{pmatrix}
\frac{0}{n} \\
\frac{q_x^2 + q_y^2}{n^2} q_x \\
\frac{q_x^2 + q_y^2}{n^2} q_y
\end{pmatrix}.
\end{align*}$$

Herein, $\partial_t$ stands for the time derivative, $h$ is the water height, $z$ the bed elevation and $\mathbf{q} = \begin{pmatrix} q_x, q_y \end{pmatrix}$ is the discharge vector. We also set $\mathbf{u} = \begin{pmatrix} u, v \end{pmatrix}$ for the primitive variables, so that we have $\mathbf{q} = h \mathbf{u}$. The free surface is defined by $\eta = h + z$ (see Fig. 1). Finally, $n$ and $\gamma$ stand for two positive parameters governing the Manning friction law.

The major goals in the construction of an efficient shallow water numerical model are various. A first essential condition for a suitable discretization is the so-called “well balancing” property, namely the ability to preserve the still water steady states:

$$\eta = cte \quad \text{and} \quad \mathbf{u} = 0.$$ 

Generally, a direct numerical approach does not lead to a well balanced scheme. Since the pioneering works [6] and [43], the interest for formulations providing an exact preservation of steady states has grown and a lot of studies can be found (we refer to [16] for a general overview). Regarding the specific case of shallow water flows, the hydrostatic reconstruction proposed in [2] has been extensively used or studied in recent years [3,25,33,37,38,57,59,65]. Many other works and efficient numerical methods can also be found in the literature, see for instance [5,26,34,45,47,55,60,61,64]. We notice that all the above-mentioned schemes have in common the set of equations (1) as starting point. There are however other convenient ways to formulate these equations. For instance, the so-called pre-balanced NSW equations offer a privileged framework in regard to the well balancing property and the discretization of the bed elevation. This formulation is used in [53,36,48,50] and similar practical ideas can also be encountered in [20], or [51,67], where 2D well balanced schemes on Cartesian grids are proposed. Another method consists of introducing a new variable as a fraction of water: $\xi = \frac{h}{n}$, see [9], leading to a simple well balanced system, with an excellent behavior for low level of water surface. Extension to the 2D unstructured case is carried out in the present work, using a convex combination of 3 points one-dimensional schemes.

A second unavoidable requirement is the preservation of the water height positivity, which is closely related to the problem of flooding and drying. The description of hydrodynamic processes like run-up phenomena or flooding waves in dam-breaks requires numerical approaches that allow to accurately deal with the occurrence of dry states. The simulation of such flows in coastal areas or dry bed rivers is far from being obvious, as the treatment of wet/dry interfaces is generally coupled with complex geometry and bathymetry. We refer to [3,9,14,15,36,37,40,48,52,61,66] for instance for discussions on the robustness property and flooding and drying in the frictionless 2D case. Note however that when dealing with the issue of preserving the positivity of the water depth, one of the major problems stands in finding a reasonable time step limitation and it is interesting to see that the so-called draining time step introduced in [15], based on a separation of the inflow and outflow contributions, shares some similarities with the restriction proposed in [9].

When friction source terms under the general form (3) are involved, the issue of robustness becomes all the more important. Indeed, full consideration has to be given to the discretization of the additional physical resistance component, as the asymptotic behavior of $\mathcal{F}$ with respect to low values of $h$ may possibly lead to unstable computations. This problematic is clearly underlined in [11,18,49] for instance. In a 2D unstructured framework, the semi-implicit approaches proposed in [19,26,34,58] are one of the few schemes able to cure such instabilities. In [11], a new approach is introduced, based on the use of a modified Riemann solver that directly accounts for friction effects; the resulting scheme is shown to be robust and to offer very accurate results in a variety of complex situations.

Following these lines, we introduce in the present work a robust and well-balanced two dimensional extension based on the ideas of [11], providing accurate and stable computations in the vicinity of dry cells. Additionally, this method allows us to introduce a relevant asymptotic preserving correction to the resulting scheme.

Indeed, many theoretical and numerical studies devoted to the asymptotic behavior of 1D conservation laws appeared in the last decades. A lot of numerical schemes are now designed to restore the asymptotic regime of the corresponding equations. Such numerical methods are commonly called “Asymptotic Preserving” (AP). We can mention for instance [7,8, 10] and [22,21] for the M1 model for radiative transfer, or [17,28,56] for the discretization of Euler equations. Several other
systems have been treated, such as the Boltzmann kinetic model [41,54], or Euler–Poisson system [31,44] for instance. The reader is also referred to [11,13,30,42,44] for additional studies. In the 2D case, the quantity of published results is definitively less abundant. On Cartesian grids, in addition of [8], we can refer to [32] for the Euler–Lorentz system. In an unstructured meshes context, the extrapolation technique developed in [39] is, to our knowledge, the only method available to date (see also [23]). Although the issue of the 1D NSW equations has been considered is some studies [10,29,46,44], no asymptotic preserving scheme has already been developed for the 2D equations in the framework of unstructured meshes.

Thus, in what follows, we propose the construction and validation of an asymptotic preserving numerical scheme for the 2D shallow water model, accounting for topography and friction source terms. To achieve this, following the lines of [12] for the telegraph equations, Euler equations with high friction, or the M1 model developed by Dubroca et al. [35], we introduce a relevant correction in order to recover a discrete version of the diffusive limit observed by the governing equations. The efficiency of asymptotic preserving schemes has been extensively pointed out in the above references and we also aim at highlighting its benefits for the NSW equations.

The remainder of this paper is organized as follows: in the first part we focus on the asymptotic analysis, detailing the derivation of the late-time diffusive regime satisfied by the NSW equations in 2D with a quadratic friction term. In the next parts, we recall the well-balanced discretization of the NSW equations proposed in [9], focusing on the 2D case with unstructured meshes, and we introduce the new friction term discretization, extending the ideas developed in [12] to the 2D case. Then, we investigate the issue of the asymptotic preserving correction, to recover the singular regime exhibited in Section 1. We lastly detail a MUSCL-like reconstruction in order to achieve a formal second order accuracy before highlighting the abilities of the new approach through several benchmark tests.

1. Asymptotic regime for NSW

We investigate in this first section the formal derivation of the equation driving the late-time asymptotic behavior of general solutions of the NSW equations with a quadratic Manning-like friction source term, as stated in (1). Following the lines of [12,10], we introduce a rescaling parameter $\epsilon > 0$, and consider the following set of equations:

$$
\epsilon \partial_t h^\epsilon + \partial_x q_x^\epsilon + \partial_y q_y^\epsilon = 0,
$$

(5)

$$
\epsilon \partial_t q_x^\epsilon + \partial_x \left( (q_x^\epsilon)^2/h^\epsilon + \frac{1}{2} g(h^\epsilon)^2 \right) + \partial_y \left( q_x^\epsilon q_y^\epsilon/h^\epsilon \right) = -gh^\epsilon \partial_x z - \frac{g^2(h^\epsilon)}{\epsilon^2} \|q\|q_x^\epsilon. 
$$

(6)

$$
\epsilon \partial_t q_y^\epsilon + \partial_x \left( (q_y^\epsilon)^2/h^\epsilon + \frac{1}{2} g(h^\epsilon)^2 \right) + \partial_y \left( q_x^\epsilon q_y^\epsilon/h^\epsilon \right) = -gh^\epsilon \partial_y z - \frac{g^2(h^\epsilon)}{\epsilon^2} \|q\|q_y^\epsilon.
$$

(7)

in which we rewrite the friction term, setting $g\frac{2^2(h)}{\epsilon^2} = \frac{n^2}{\epsilon^2}$.

We highlight that the rest stabilization source term involved in (6)–(7) introduces an additional scale in the problem, defined in accordance with the specific nonlinearity of the friction source term (quadratic function of $q$). This system enters the framework of the generalized analysis proposed in [10], that encompasses models with strong nonlinearities in the relaxation and in the following, we focus on its asymptotic behavior in the singular regime $\epsilon \to 0$.

In the spirit of Chapman–Enskog expansions [27], let us perform formal expansions of each component of the conservative variables vector:

$$
w^\epsilon = w^0 + \epsilon w^1 + O(\epsilon^2).
$$

(8)

Considering that Eqs. (6) and (7) have to be relevant whenever $\epsilon$ tends to zero, we necessarily have $q_x^\epsilon = q_y^\epsilon = 0$, and the following relations are satisfied by the discharge components:

$$
gh^0 \partial_x (h^0 + z) = -g\frac{2^2(h^\epsilon)}{\epsilon^2} \|q\|q_x^1,
$$

$$
gh^0 \partial_y (h^0 + z) = -g\frac{2^2(h^\epsilon)}{\epsilon^2} \|q\|q_y^1.
$$

After some algebraic manipulations, we obtain:

$$
q_x^1 = -\sqrt{h^0} \frac{\partial_x (h^0 + z)}{\frac{\partial_x (h^\epsilon)}{\sqrt{\|\nabla h^0 + z\|}}},
$$

$$
q_y^1 = -\sqrt{h^0} \frac{\partial_y (h^0 + z)}{\frac{\partial_y (h^\epsilon)}{\sqrt{\|\nabla h^0 + z\|}}}.
$$

so that the Chapman–Enskog expansion in (5) yields the following non-linear diffusive regime:

$$
\partial_t h - \nabla \cdot \left( \frac{\sqrt{h}}{\frac{\partial_x (h^\epsilon)}{\sqrt{\|\nabla h^\epsilon\|}}} \nabla \eta \right) = 0,
$$

(9)

which is nothing but the generalized 2D version, accounting for varying bottoms, of the equations obtained in [10]. In the following, we introduce a new discretization of (1) on unstructured meshes, that accounts for the quadratic friction term.
Eq. (9) will be considered in Section 4, in which a suitable correction of the source term discretization is proposed, allowing us to recover this expected asymptotic regime.

2. Frictionless scheme

In this section, for the sake of completeness, we expose the broad lines of the well-balanced hydrostatic upwind scheme developed in [9] that will constitute the basis of the numerical model. Let us introduce the new variable $W = (\eta, \eta u, \eta v)$ and the following formulation of the NSW equations:

$$\partial_t w + \nabla \cdot \left( \xi H(W) - \begin{pmatrix} 0 & 0 & \frac{\text{ghz}}{2} \\ \frac{\text{ghz}}{2} & 0 & 0 \\ 0 & 0 & \frac{\text{ghz}}{2} \end{pmatrix} \right) = 0,$$  \hspace{1cm} (10)

where $\xi = \frac{\eta}{\eta}$ and $H, w$ are given by the set of Eqs. (1), (2). We consider the dual mesh issuing from a triangulation $T$ of the computational domain. The nodes of $T$ will be denoted $(S_i)$, and the elements $(T_i)$. On each vertex cell $C_i$, we denote $w_i^n = (\eta_i^n, (q_{ij})^n, (q_{ij})^n)$ a constant approximation of the exact solution at time $t^n$; other useful notations are also introduced in Fig. 2. As also detailed in [9], the scheme's conception relies on the use of a convex combination:

$$w_i^{n+1} = \sum_{j \in K_i} \frac{|T_{ij}|}{C_i} \bar{w}_{ij}^{n+1},$$  \hspace{1cm} (11)

where each contribution can be interpreted as coming from a 1D-like scheme (see Figs. 2 and 3):

$$\bar{w}_{ij}^{n+1} = w_i^n - \frac{\Delta t}{\Delta ij} \left[ \phi(w_i^n, w_j^n, \bar{n}_{ij}) - \phi(w_i^n, w_j^n, \bar{n}_{ij}) \right] + \frac{\Delta t}{\Delta ij} B_{ij},$$  \hspace{1cm} (12)

with the following notations:

- $\Delta ij = \frac{|T_{ij}|}{T_{ij}}$,
- $\phi(w_i^n, w_j^n, \bar{n}_{ij}) = \lambda_{ij} H(W_i^n, W_j^n, \bar{n}_{ij})$,
- $H = H(U, V, \bar{n})$ denotes an approximation of the normal component of the exact flux function $H \cdot \bar{n}$,
- $\lambda_{ij}$ and $N_{ij}$ are given by the following transport relations:

$$\lambda_{ij} = \begin{cases} \xi_i^n & \text{if } H^\parallel(W_i^n, W_j^n, \bar{n}_{ij}) \geq 0, \\ \xi_j^n & \text{otherwise}, \end{cases}$$  \hspace{1cm} (13)

$$N_{ij} = \begin{cases} \eta_i^n & \text{if } H^\parallel(W_i^n, W_j^n, \bar{n}_{ij}) \geq 0, \\ \eta_j^n & \text{otherwise}. \end{cases}$$  \hspace{1cm} (14)

- $B_{ij}$ is the discretization of the bed slope:

$$B_{ij} = \frac{g}{2} \left( N_{ij} \lambda_{ij} (\lambda_{ij} - \lambda_{ii}) \bar{n}_{ij} \right).$$  \hspace{1cm} (15)

**Remark 2.1.** As highlighted in [9], the NSW system (1) only involves variations of the bed slope, and is free from the definition of the bottom. Thus, we suppose that the minimum value of $z$ is positive within the computational domain, giving sense to the definition of $\xi$. 
Remark 2.2. The evaluation of the numerical flux function $H$ is classically based on the use of an approximate Riemann solver in the normal reference associated with the interface $\Gamma$. Such function would be supposed to be consistent with the exact flux $\mathcal{H}$:

$$ H(W, W, \bar{n}) = \mathcal{H}(W) \cdot \bar{n}, \quad \forall W \in \Omega, $$

and satisfy the conservativity property:

$$ H(U, V, \bar{n}) = -H(V, U, -\bar{n}), \quad \forall U, V \in \Omega. $$

In the above-mentioned properties, $\Omega := \{(h, hu, hv), \ h \geq 0\}$ stands for the set of admissible states. In the following, we will also denote $\eta^W_\pm$, the maximum and minimum wave speeds involved in the Riemann solver during the evaluation of the flux at the interface $\Gamma_{ij}$.

Remark 2.3. The values in (12) are evolved in time with the classical Euler scheme. Therefore, more accurate time marching methods can be used. In this work, only fully explicit Euler or Runge–Kutta methods will be considered. Thus, whenever possible, the subscript $n$ referring to time $t^n$ will be ignored.

Using formula (11), we obtain, after straightforward computations involving discrete Green formula:

$$ w_i^{n+1} = w_i^n + \frac{\Delta t}{|C_i|} \sum_{j \in K_i} l_{ij} \phi(W_i, w_j, \bar{n}_{ij}) + \frac{\Delta t}{|C_i|} \sum_{j \in K_i} l_{ij} B_{ij}. $$

We can already emphasize that robustness and well-balancing properties are straightly inherited from the 1D scheme. More precisely:

Theorem 2.4. We consider a numerical flux function $H$ consistent with the exact flux in the sense of (16), verifying the conservativity property (17). Assume that $(w_i^n)_{i \in \mathbb{Z}}$ belongs to $\Omega$. We consider the updated states $(w_i^{n+1})_{i \in \mathbb{Z}}$ obtained with the scheme (18).

1 Robustness: under the following CFL condition:

$$ \Delta t \max_{i \in \mathbb{Z}, j \in K_i} \left| \frac{l_{ij}}{|T_{ij}|} |a_{ij}^+| \right| \leq \frac{1}{2}, $$

supplemented by the following CFL restriction:

$$ \Delta t \max_{i \in \mathbb{Z}, j \in K_i} \left[ \frac{l_{ij}}{|T_{ij}|} \left( \max \left( 0, H^\pm(W_i, W_j, \bar{n}_{ij}) \right) - \min \left( 0, H^\pm(W_i, \bar{n}_{ij}) \right) \right) \right] < \eta_i, $$

we have $h_i^{n+1} \geq 0$, for all $i \in \mathbb{Z}$.

2 Well balancing: assume $u_i^n = u_j^n = 0$ and $\eta_i^n = \eta_j^n = \eta$ for all $j \in K_i$. Then $u_i^{n+1} = 0$ and $\eta_i^{n+1} = \eta$.

Proof. We consider the formulation (11), (12), together with the robustness and well balancing properties of the 1D scheme. See [9] for details. A more complete analysis will be conducted later, with the inclusion of friction. $\square$

Remark 2.5. Note that the time step limitation (20) can be interpreted as resulting from an analysis of the outflow and inflow parts of the numerical fluxes appearing in the 1D scheme. Such a separation between outflow and inflow contributions is also performed in [15], allowing to obtain the preservation of the water height positivity under the so-called “draining time” CFL.
3. Discretization of the friction source term

Let us now face the issue of the discretization of the friction term. For the sake of clarity, we consider the Manning formulation appearing in (3), but other formulations can be of course addressed in the same way. We consider the set of equations (10) supplemented with the friction source term, recast under the following form:

\[ \mathcal{F}(w) = \sigma (R(w) - w), \]

with:

\[ \sigma = \sigma (h) = \frac{n^2}{h^3}, \quad R(w) = \frac{1}{h} (q_x - \|q_x\| q_y - \|q\| q_y). \]

Extending the ideas introduced in [12], we suggest to extend the approach to a two-dimensional framework (Fig. 4), modifying each component of the convex combination (12) as follows:

\[ \tilde{w}^{n+1}_{ij} = w^n_i - \Delta t \left[ \alpha_{ij} \phi(w_i, w_j, \bar{n}_{ij}) - \alpha_{ij}^c \phi(w_i, w_i, \bar{n}_{ij}) \right] + \frac{\Delta t}{\Delta ij} \Delta S_{ij} + \frac{\Delta t}{\Delta ij} B_{ij}, \]

where

\[ \Delta S_{ij} = (1 - \alpha_{ij}^c) S^+_{ij} + (1 - \alpha_{ij}) S^-_{ij}, \]

with:

\[ S^+_{ij} = \max(0, a^-_{ij}) (w_i - R(w_i)) + \max(0, a^+_{ij}) (R(w_i) - w_i) + \phi(w_i, w_i, \bar{n}_{ij}), \]

\[ S^-_{ij} = \min(0, a^-_{ij}) (w_i - R(w_i)) + \min(0, a^+_{ij}) (R(w_i) - w_i) - \phi(w_i, w_i, \bar{n}_{ij}). \]

**Remark 3.1.** In a 1D context, the scheme (23) results from the use of a modified approximate Riemann solver with an additional stationary wave, in which the intermediate states are expressed as follows:

\[ \tilde{w}_R\left( t, \frac{w}{L}, w_R \right) = \begin{cases} 
  w_L & \text{if } \frac{x}{L} \leq a^- , \\
  \alpha w^* + (1 - \alpha) R(0^-, w_L) & \text{if } \min(0, a^-) \leq \frac{x}{L} \leq \min(0, a^+), \\
  \alpha w^* + (1 - \alpha) R(0^+, w_R) & \text{if } \max(0, a^-) \leq \frac{x}{L} \leq \max(0, a^+), \\
  w_R & \text{if } \frac{x}{L} \geq a^+. 
\end{cases} \]

Herein, \( w^* \) stands for the intermediate state involved in the solver under consideration, and \( a^\pm \) are the upper and lower extremities of the dependency cone related to the approximate Riemann solver, with \( R(0^\pm, w) : = \lim_{x \to 0^\pm} R(x, w) \), allowing the occurrence of discontinuities. The reader is referred to [12] for a detailed study of the one dimensional scheme (23).

We investigate now the issue of a relevant choice for the free parameters \( \alpha_{ij}^c, \alpha_{ij} \). Following [12,11], the requirements under consideration are mainly controlled by consistency relations. To simplify the subsequent developments, we choose now to consider the following Rusanov approximate flux function:

\[ H(W_i, W_j, \bar{n}_{ij}) = \frac{1}{2} \left( H(W_i) \cdot \bar{n}_{ij} + H(W_j) \cdot \bar{n}_{ij} \right) - \frac{a_{ij}}{2} (W_j - W_i), \]

where

\[ a_{ij} = \max(|u_i \pm c_i|, |u_j \pm c_j|). \]

In other words, we define the maximum and minimum characteristic speeds in the HLL Riemann as: \( a^\pm_{ij} = \pm a_{ij} \).

This particular choice allows convenient simplifications for the friction terms, since we have now:

\[ S^+_{ii} = a_{ii} (R(w_i) - w_i) + \phi(w_i, w_i, \bar{n}_{ij}), \quad S^-_{ij} = -a_{ij} (w_i - R(w_i)) - \phi(w_i, w_i, \bar{n}_{ij}), \]

according to (24) and the definition of the wave speeds (27). Then, getting back to formulation (11), (23), we obtain, after straightforward computations:
\[ w_i^{n+1} = w_i^n - \frac{\Delta t}{|C_i|} \sum_{j \in K_i} l_{ij} \left[ \alpha_{ij} \phi(w_i, w_j, \bar{n}_{ij}) - \alpha_{ij} \phi(w_i, w_i, \bar{n}_{ij}) \right] \]
\[ + \frac{\Delta t}{|C_i|} \sum_{j \in K_i} l_{ij} \Delta F_{ij} + \frac{\Delta t}{|C_i|} \sum_{j \in K_i} l_{ij} B_{ij}, \]  
(29)

\[
\Delta F_{ij} = (1 - \alpha_{ij}^c) F_{ij}^+ + (1 - \alpha_{ij}) F_{ij}^-. \\
F_{ij}^+ = a_{ij}(R(w_i) - w_i), \quad F_{ij}^- = -a_{ij}(w_i - R(w_i)). 
\]  
(30)

As stated in the following lines, a possible choice for the friction parameters is thus given by:
\[
\alpha_{ij}^c = \frac{2v_i a_{ij}}{2v_i a_{ii} + \sigma_{ij} |C_i|^{-1}}, \quad \sigma_{ij} = \sigma(w_i), \\
\alpha_{ij} = \frac{2v_i a_{ij}}{2v_i a_{ii} + \sigma_{ij} |C_i|^{-1}}, \quad \sigma_{ij} = \frac{\eta^2}{(\eta_i^2 + \eta_j^2)/2}, 
\]  
(31)

where \( \eta_i \) stands for the number of cells surrounding \( C_i \). In particular, we have the following consistency result:

**Proposition 1.** The discretization of the friction source term given by (29), (31) is consistent with the additional source term \( \sigma(R(w) - w) \) (21) of the continuous equations.

**Proof.** We first notice that:
\[
\frac{l_{ij}}{|C_i|} (1 - \alpha_{ij}^c) = \frac{\sigma_{ij}}{2v_i a_{ii} + \sigma_{ij} |C_i|^{-1}}, \quad \frac{l_{ij}}{|C_i|} (1 - \alpha_{ij}) = \frac{\sigma_{ij}}{2v_i a_{ii} + \sigma_{ij} |C_i|^{-1}},
\]

and study the behavior of the source term \( F_i := \sum_{j \in V_i} \frac{l_{ij}}{|C_i|} \Delta F_{ij} \) as \( r_i = \text{diam}(C_i) \) tends to zero. We can easily check that we have:
\[
\lim_{r_i \to 0} \frac{l_{ij}}{|C_i|} (1 - \alpha_{ij}^c) F_{ij}^+ = \lim_{r_i \to 0} \frac{l_{ij}}{|C_i|} (1 - \alpha_{ij}) F_{ij}^- = \frac{\sigma(w_i)}{2v_i} (R(w_i) - w_i).
\]  
(32)

Consequently:
\[
\lim_{r_i \to 0} F_i = \sum_{j \in K_i} \left[ \frac{\sigma(w_i)}{2v_i} (R(w_i) - w_j) + \frac{\sigma(w_i)}{2v_i} (R(w_i) - w_i) \right] = \sigma(w_i)(R(w_i) - w_i). 
\]  
(33)

We now show that the use of such weighted fluxes does not threaten the properties established in the frictionless case:

**Theorem 3.2.** We consider a numerical flux function \( H \) consistent with the exact flux in the sense of (16), verifying the conservativity property (17). Assume that \( (w_i^n)_{i \in \mathbb{Z}} \) belongs to \( \Omega \). We consider the updated states \( (w_i^{n+1})_{i \in \mathbb{Z}} \) obtained with the scheme (29).

1. Under the CFL condition (19), supplemented by the following CFL restriction:
\[
\Delta t \max_{i \in \mathbb{Z}, j \in K_i} \left[ \frac{l_{ij}}{|T_{ij}|} \alpha_{ij} \left( \max(0, H^h(W_i, W_j, \bar{n}_{ij})) - \min(0, H^h(W_i, \bar{n}_{ij})) \right) \right] < \eta_i^2,
\]  
(34)

we have \( \eta_i^{n+1} \geq 0 \), for all \( i \in \mathbb{Z} \).

2. Well balancing: assume \( u_i^n = u_j^n = 0 \) and \( \eta_i^n = \eta_j^n = \eta \) for all \( j \in K_i \). Then \( u_i^{n+1} = 0 \) and \( \eta_i^{n+1} = \eta \).

**Proof.** Concerning the motionless steady states preservation, starting from \( W_i = W_j = i(\eta, 0, 0) \), it can be readily appreciated that \( \phi(w_i, w_j, \bar{n}_{ij}) = \phi(w_i, w_j, \bar{n}_{ij}) \) and \( \Delta F_{ij} = B_{ij} = 0 \) for all \( j \in K_i \), which gives \( w_i^{n+1} = w_i^n \) in (29), that is the preservation of the static state.
Let’s now focus on the robustness property. For the sake of simplicity, we will denote $H^h_{ij} := H^h(W_i, W_j, \tilde{n}_{ij})$. According to the definition (13) and the consistency relation (16), we write:

$$
\phi(w_i, w_j, \tilde{n}_{ij}) = \chi_{ij} H^h_{ij} = \frac{1}{2} (\xi_i + \xi_j) H^h_{ij} - \frac{1}{2} (\xi_j - \xi_i) H^h_{ij} \\
= \xi_i \frac{1}{2} (H^h_{ij} + |H^h_{ij}|) + \xi_j \frac{1}{2} (H^h_{ij} - |H^h_{ij}|).
$$

\phi(w_i, w_i, \tilde{n}_{ij}) = \chi_{ii} H^h_{ii}(W_i, \tilde{n}_{ij}).

Thereafter, remembering that the current scheme is built on formulas (11), (23):

$$
\hat{h}^{n+1}_{ij} = h^n - \frac{\Delta t}{\Delta x} \left[ \alpha_{ij} \phi^h(w_i, w_j, \tilde{n}_{ij}) - \alpha_{ij}^{\prime} \phi^h(w_i, w_i, \tilde{n}_{ij}) \right] + \frac{\Delta t}{\Delta x} (\alpha_{ij} - \alpha_{ij}^{\prime}) \phi^h(w_i, w_i, \tilde{n}_{ij})
$$

$$
= \xi_i \frac{\Delta t \alpha_{ij}}{2\Delta x} (|H^h_{ij}| - H^h_{ij}) + \left[ h^n - \xi_i \frac{\Delta t \alpha_{ij}}{2\Delta x} (H^h_{ij} + |H^h_{ij}|) + \frac{\Delta t \alpha_{ij}}{\Delta x} \chi_{ii} H^h_{ii}(W_i). \tilde{n}_{ij} \right].
$$

The first term of this last expression being positive, we focus on the positivity of the second one, equivalent to the following condition, after factorization by $\xi_i = h_i/n_i \geq 0$:

$$
\eta_i^n = \frac{\Delta t \alpha_{ij}}{\Delta x} \left( \max(0, H^h(W_i, W_j, \tilde{n}_{ij}) - H^h(W_i). \tilde{n}_{ij}) \right) \geq 0.
$$

Under (34), we have (35). The proof is complete. □

4. Asymptotic preserving scheme

This section is devoted to the construction of an asymptotic preserving correction of the previous scheme. From a general point of view, most of theoretical and numerical studies have been developed in a 1D framework and marginal considerations have been given to the 2D case on unstructured triangulations. The novelty introduced in the following consists of constructing a numerical scheme which is able to restore the asymptotic diffusive regime satisfied by the late-time solutions of the 2D shallow water system. We highlight in Section 6 that working with asymptotic preserving schemes turns out to be essential to have a correct description of some flows, especially when dry areas are involved, in which case the asymptotic regime is immediately reached.

We aim at building a scheme for the discretization of the friction term that allows us to recover the expected asymptotic regime (9) satisfied by the solutions of system (1). To achieve this, we slightly modify the formulation of the source proposed in (21), writing:

$$
\mathcal{F}(w) = \tilde{\sigma} (\vec{R}(w) - w),
$$

where

$$
\tilde{\sigma} = \sigma + \bar{\sigma}, \quad \vec{R}(w) = \left( \frac{\sigma}{\tilde{\sigma}} R(w) + \frac{\bar{\sigma}}{\tilde{\sigma}} w \right),
$$

and $\sigma, R$ are given by (22). The free parameter $\bar{\sigma}$ is introduced in order to reach the desired asymptotic preserving property, and will be set in the following. From now, the friction parameters in the scheme (23) are written as follows:

$$
\alpha_{ij} = \frac{2 \nu_i a_{ij}}{2 \nu_i a_{ij} + \bar{\sigma}_{ij} |\vec{w}_{ij}|},
$$

$$
S_{ij}^+ = a_{ij} (\vec{R}(w_i) - w_i) + \phi(w_i, w_j, \tilde{n}_{ij}),
$$

$$
S_{ij}^- = -a_{ij} (w_i - \vec{R}(w_i)) - \phi(w_i, w_i, \tilde{n}_{ij}).
$$

Noting that we have $\vec{R}(w) - w = \left( \begin{array}{c} 0 \\ -\frac{\bar{\sigma}}{\tilde{\sigma}} \|q\| \end{array} \right)$, we obtain from (24) the following expression for the components of $\Delta S_{ij} = \epsilon (\Delta S^h_{ij}, \Delta S^q_{ij})$:

$$
\Delta S^h_{ij} = (\alpha_{ij} - \alpha_{ij}^{\prime}) \phi^h(w_i, w_i, \tilde{n}_{ij}),
$$

$$
\Delta S^q_{ij} = \frac{\sigma_{ij} (1 - \alpha_{ij}) a_{ij} \|q\|}{\sigma_{ij}} - \frac{\sigma_{ij} (1 - \alpha_{ij}) a_{ij} \|q\|}{\sigma_{ij}} + (\alpha_{ij} - \alpha_{ij}^{\prime}) \phi^q(w_i, w_i, \tilde{n}_{ij}),
$$

and reformulate the second equation using (37) as
\[\Delta s_{ij}^q = - \frac{|C_i|}{l_{ij}} \left[ \frac{a_{ii} \sigma_{ii}}{2 v_i a_{ii} + \tilde{\sigma}_{ij}|C_i|/l_{ij}} + \frac{a_{ij} \sigma_{ij}}{2 v_i a_{ij} + \tilde{\sigma}_{ij}|C_i|/l_{ij}} \right] \|q_i\|q_i + \left( \alpha_{ij} - \alpha_{ij}^q \right) \phi^q(w_i, w_i, \tilde{n}_{ij}). \]

(41)

Considering the rescaling \(\Delta t \rightarrow \Delta t/\epsilon, \sigma_{ij} \rightarrow \sigma_{ij}/\epsilon, \tilde{\sigma}_{ij} \rightarrow \tilde{\sigma}_{ij}/\epsilon\) in (23), where \(\epsilon\) is devoted to tend to zero, a brief study of the terms (41) gives \(q_i = 0\). Denoting \(\alpha_{ij}^q\) the corresponding rescaled friction parameter (37), we also have:

\[
\frac{\Delta t}{\epsilon} = \frac{a_{ij}^q}{\epsilon} \rightarrow \Delta t \frac{2 v_i a_{ij}^q}{2 v_i a_{ij}^q + \tilde{\sigma}_{ij}|C_i|/l_{ij}}.
\]

Consequently, at the fully discrete level, the asymptotic behavior of the water height issuing from (23) reads:

\[
\tilde{h}_{ij}^{n+1} = h_i^n - \frac{\Delta t}{l_{ij} |C_i|/l_{ij}} \left[ \frac{2 v_i a_{ij}^q}{\tilde{\sigma}_{ij}} \phi^h(w_i, w_j, \tilde{n}_{ij}) - \frac{2 v_i a_{ij}^q}{\tilde{\sigma}_{ij}} \phi^h(w_i, w_i, \tilde{n}_{ij}) \right]_{q_i = 0}.
\]

(42)

We point out that this formula also holds for varying bathymetry profiles. Since the discharge vanishes as \(\epsilon\) tends to zero (and so does the velocity), the choice of Rusanov fluxes yields:

\[
\phi^h(w_i, w_j, \tilde{n}_{ij})_{u=0} = \lambda_{ij} H^h(W_i, W_j, \tilde{n}_{ij})_{u=0} = - \frac{a_{ij}}{2} \lambda_{ij} (\eta_j - \eta_i),
\]

\[
\phi^h(w_i, w_i, \tilde{n}_{ij})_{u=0} = 0,
\]

and we obtain the following limit equation satisfied by the water height:

\[
h_i^{n+1} = \sum_{j \in K_i} \frac{|I_{ij}|}{|C_i|} \tilde{h}_{ij}^{n+1},
\]

\[
h_i^{n+1} = h_i^n + \frac{\Delta t}{|C_i|} \sum_{j \in K_i} \frac{(l_{ij})^2}{|C_i|} \lambda_{ij} v_i (a_{ij})^2 (\eta_j - \eta_i).
\]

(43)

that is:

\[
h_i^{n+1} = h_i^n + \frac{\Delta t}{|C_i|} \sum_{j \in K_i} (l_{ij})^2 \lambda_{ij} v_i (a_{ij})^2 (\eta_j - \eta_i).
\]

(44)

Now, we seek a relevant choice of \(\tilde{\sigma}_{ij}\) allowing to recover a given discretization of the limit equation (9). Let us assume that a consistent FV discretization of the targeted nonlinear diffusive regime is available:

\[
h_i^{n+1} = h_i^n + \frac{\Delta t}{|C_i|} \sum_{j \in K_i} \int F(h, \nabla \eta) \nabla \eta \cdot \tilde{n}_{ij}.
\]

(45)

where \(F : (h, \nabla \eta) \mapsto \frac{\sqrt{\eta}}{\sqrt{\phi(h, \sqrt{\|\eta\|})}}\), and that this discretization can be expressed under the following general formulation:

\[
h_i^{n+1} = h_i^n + \frac{\Delta t}{|C_i|} \sum_{j \in K_i} l_{ij} F_{ij} (G_{ij} \cdot \tilde{n}_{ij})(\eta_j - \eta_i).
\]

(46)

where \((G_{ij} \cdot \tilde{n}_{ij})(\eta_j - \eta_i)\) and \(F_{ij}\) are discrete approximations of \(\nabla \eta_{ij} \nabla_{ij}\) and \(F(h, \nabla \eta)_{ij}\) respectively, with \((G_{ij} \cdot \tilde{n}_{ij}) \geq 0\). Then, identifying (43) and (45) leads to the following expression for \(\tilde{\sigma}_{ij}\):

\[
\tilde{\sigma}_{ij} = \frac{l_{ij} \lambda_{ij} v_i (a_{ij})^2}{|C_i| F_{ij} (G_{ij} \cdot \tilde{n}_{ij})},
\]

so that the limit scheme (43) for the water height coincides with the targeted FV discretization (45) for the limit diffusive regime (9).

**Remark 4.1.** Taking into account the modifications (37)-(39), the new friction scheme with the asymptotic preserving correction is still given by the general formulation (29). As a consequence, we can reproduce without any modifications the proof of Theorem 3.2, initially performed for the uncorrected scheme, and consequently show that both the motionless steady states preservation and the water height positivity preservation properties still hold.
5. Formal “second order” extension

In this section we propose to improve the accuracy of the scheme, following the reconstruction technique introduced in [24], and recently performed for the frictionless shallow water system (see [36]) based on the set of pre-balanced NSW equations. Actually, we aim at increasing the order of the current scheme evaluating in a better way the vector variable at each interface before the computation of the numerical fluxes. We choose to give a brief overview of this method, following closely the lines of [36]; considering $\mathbb{T}_{ij}$ and $\mathbb{T}_{ji}$ the downstream and upstream triangles related to two adjacent nodes $i$ and $j$ (see Fig. 5), we set:

$$
\nabla \hat{w}_{ij}^\tau = \nabla \hat{w}_{\tau ij}, \quad \nabla \hat{w}_{ij}^\tau = \hat{w}_j - \hat{w}_i, \quad \nabla \hat{w}_{ij}^{ho} = \frac{1}{3} \nabla \hat{w}_{ij}^- + \frac{2}{3} \nabla \hat{w}_{ij}^\tau.
$$

(47)

where $\nabla \hat{w}_{\tau k}$ denotes a $\mathbb{P}_1$ gradient approximation on the triangle $\mathbb{T}_k$.

The present MUSCL reconstruction is performed on vertex-based geometries. As a consequence the $\mathbb{P}_1$ gradient approximation on a triangle can be directly determined having knowledge of the approximate solution at each of the three nodes. For a given element $T$, denoting $(\mathbb{A}_i)_{i=1,\ldots,3}$ the nodes and $(\mathbb{n}_i)_{i=1,\ldots,3}$ the corresponding outward normals (see Fig. 6), the linear approximation of the variable on $T$ reads:

$$
\hat{w}_T = \sum_{i=1}^3 \hat{w}_i l_i,
$$

(48)

where $(l_i)_{i=1,\ldots,3}$ refers to the Lagrangian basis associated with $T$. More explicitly, one has, for a given point $M(x, y)$ in $T$:

$$
\hat{l}_i(M) = 1 - \frac{\mathbb{A}_i^T \mathbb{M} \mathbb{n}_i}{\| \mathbb{A}_i \mathbb{A}_j \|}, \quad i = 1, 2, 3, \quad j \neq i,
$$

(49)

so that we have:

$$
\nabla \hat{w}_T = - \sum_{i=1}^3 \hat{w}_i \frac{\mathbb{n}_i}{\| \mathbb{A}_i \mathbb{A}_j \|}.
$$

(50)

We consider now the three entries continuous limiter given by:

$$
\mathcal{L}(a, b, c) = \begin{cases} 
  0 & \text{if } \text{sgn}(a) \neq \text{sgn}(b), \\
  \text{sgn}(a) \min(|2a|, |2b|, |c|) & \text{otherwise},
\end{cases}
$$

(51)

and write:

$$
\mathcal{L}_{ij}(\hat{w}) = \mathcal{L}(\nabla \hat{w}_{ij}^\tau, \nabla \hat{w}_{ij}^\tau, \nabla \hat{w}_{ij}^{ho}).
$$

(52)

At last, we can reach a better level of accuracy considering the following two values of the augmented vector variable $\hat{w} := (\eta, q_x, q_y, h)$ at each side of the interface $\Gamma_{ij}$:

$$
\hat{w}_{ij} = \hat{w}_i + \frac{1}{2} \mathcal{L}_{ij}(\hat{w}) \quad \hat{w}_{ji} = \hat{w}_j - \frac{1}{2} \mathcal{L}_{ji}(\hat{w}).
$$

(53)
Adopting the notations below:

\[
\hat{\mathbf{u}}_{ij} = \mathbf{t}(\eta_{ij}, (q_x)_{ij}, (q_y)_{ij}, h_{ij}), \quad \hat{\mathbf{w}}_{ij} = \mathbf{t}(\xi_{ij}, (q_x)_{ij}, (q_y)_{ij}, h_{ij}),
\]

the evaluation of the velocity and the fraction of water are performed as follows:

\[
\mathbf{u}_{ij} = q_{ij}/h_{ij}, \quad \xi_{ij} = h_{ij}/\eta_{ij},
\]

so that the right flux at the edge \( \Gamma_{ij} \) becomes:

\[
\phi(w_{ij}, w_{ji}, \tilde{n}_{ij}) = X_{ij} H(W_{ij}, W_{ji}, \tilde{n}_{ij}),
\]

with:

\[
W_{ij} = (\eta_{ij}, \eta_{ij}\mathbf{u}_{ij}), \quad W_{ji} = (\eta_{ji}, \eta_{ji}\mathbf{u}_{ji}).
\]

\[
X_{ij}^* = \begin{cases} 
\xi_{ij} & \text{if } H^R(W_{ij}, W_{ji}, \tilde{n}_{ij}) \geq 0, \\
\xi_{ji} & \text{otherwise}. 
\end{cases}
\]

We emphasize that we have \( L_{ij}(\hat{\mathbf{w}}) = 0 \) whenever \( w_i = w_j \). As a consequence, the left flux is still given by \( \phi(w_i, w_i, \tilde{n}_{ij}) = X_{ij} H(W_{ij}, W_{ji}, \tilde{n}_{ij}) \). Finally, the high order scheme is also given by (29), substituting the right fluxes by those given by formula (56), and takes the form:

\[
w^{n+1}_i = w^n_i - \frac{\Delta t}{|C_i|} \sum_{j \in K_i} l_{ij} \left[ \alpha_{ij}^s \phi(w_{ij}, w_{ji}, \tilde{n}_{ij}) - \alpha_{ji}^s \phi(w_i, w_i, \tilde{n}_{ij}) \right] \\
+ \frac{\Delta t}{|C_i|} \sum_{j \in K_i} l_{ij} \Delta F_{ij}^s + \frac{\Delta t}{|C_i|} \sum_{j \in K_i} l_{ij} B_{ij}^s.
\]

**Remark 5.1.** Provided the use of “second order” transport relations for \( X_{ij}^* \) (57) and \( N_{ij}^* \) (similarly defined), the formulation of the components associated with the bed elevation (15) is also unchanged:

\[
B_{ij}^s = \frac{g}{2} \begin{pmatrix} 0 \\ \mathbf{N}_{ii}^s \mathbf{N}_{ij}^s (X_{ij}^* - X_{ii}^*) \tilde{n}_{ij} \end{pmatrix}.
\]

As for the friction components \( \alpha_{ij}^s \) and \( F_{ij}^s \), their evaluation can equally be performed using the new values issuing from the reconstruction method. For the sake of simplicity we do not rewrite the explicit formula here, since the strategy simply consists of employing the reconstructed flow variable in (30) and (31).

Let us finally discuss the well balancing property of the MUSCL scheme:

**Theorem 5.2.** We consider a numerical flux function \( H \) consistent with the exact flux in the sense of (16), verifying the conservativity property (17). Assume that \( (w^n_i)_{i \in \mathbb{Z}} \) belongs to \( \mathcal{Q} \). We consider the updated states \( (w^{n+1}_i)_{i \in \mathbb{Z}} \), obtained with the scheme (58). Assume \( u^n_i = u^0_i = 0 \) and \( \eta^n_i = \eta^0_i = \eta \) for all \( j \in K_i \). Then \( u^{n+1}_i = 0 \) and \( \eta^{n+1}_i = \eta \).

**Proof.** We notice that \( \eta_{ij} = \eta_{ji} = \eta \) and \( u_{ij} = u_{ji} = 0 \) for \( j \in K_i \). Hence, we have \( \phi(w_{ij}, w_{ji}, \tilde{n}_{ij}) = X_{ij}^* g \eta^2 / 2 \left( \begin{pmatrix} 0 \\ \tilde{n}_{ij} \end{pmatrix} \right) \), so that the contribution associated with the flux is given by:

\[
\sum_{j \in K_i} l_{ij} X_{ij}^* g \eta^2 / 2 \left( \begin{pmatrix} 0 \\ \tilde{n}_{ij} \end{pmatrix} \right) = 0.
\]

We focus now on the contribution of the source. Highlighting that \( N_{ij}^s = \eta_{ij} = \eta \), we have \( B_{ij}^s = g \eta^2 / 2 \left( \begin{pmatrix} 0 \\ \xi_{ij} \tilde{n}_{ij} \end{pmatrix} \right) \), and finally recover (60):

\[
\sum_{j \in K_i} l_{ij} B_{ij}^s = \sum_{j \in K_i} l_{ij} X_{ij}^* g \eta^2 / 2 \left( \begin{pmatrix} 0 \\ \tilde{n}_{ij} \end{pmatrix} \right),
\]

according to Green’s formula.  \( \square \)
6. Numerical validations

In this section we present some numerical benchmark tests highlighting the relevance of this approach. We first pay attention to configurations involving dominant resistance effects, considering run-up on dry beds and/or high values of \( n \) for instance. As the scheme tends to reach its asymptotic limit behavior, we aim at highlighting the benefits of the asymptotic correction. We also point out the interest of considering low values of the water height; indeed, as it was specified in introductory lines, the treatment of low water height and/or dry cells areas may be source of instabilities. To highlight the efficiency of the high order scheme and perform convergence studies, we have to consider split Cartesian grids, which geometry is given by Fig. 7. Such meshes are also characterized by their horizontal and vertical discretization steps \( \Delta x \) and \( \Delta y \), and will be called regular in the sequel. From a practical point of view, all the computations are performed using an explicit RK2 scheme for the time discretization. We distinguish corrected and uncorrected schemes calling them AP scheme and NAP scheme respectively. Finally, when nothing else is mentioned, the consideration of the resistance term will involve a Manning–Chezy formulation: the parameter \( \gamma \) in (3) is set to 10/3. Note that we use the classical form of Eqs. (1) and not the rescaled ones (5)–(7).

6.1. Accuracy validation

We perform this test to study the accuracy of the first and MUSCL schemes, as well as their behavior for increasing values of \( n \). Initially, 1D and 2D versions have been proposed by Xing et al. [64]. This test case has also been adapted to evaluate the scheme developed in [11] for flows with friction, and we choose a 2D extrapolation. The channel dimensions are fixed to \( 1 \times 0.2 \), and we use a regular mesh with \( \Delta x = \Delta y = (1/60) \) m. Periodic boundary conditions are set both on left and right side regions. The topography is defined by the following function:

\[
z(x, y) = \sin^2(\pi x),
\]

and the initial flow vector is:

\[
h(x, y, 0) = 5 + \exp(\cos(2\pi x)),
\]

\[
q_x(x, y, 0) = \sin(\cos(2\pi x)),
\]

\[
q_y(x, y, 0) = 0.
\]

Time evolution of the \( L^\infty \) norm of the x-direction discharge for several values of \( \kappa = n^2 \) are shown in Fig. 8. We can note a very good agreement with the numerical predictions provided by the 1D scheme [11] for both AP and NAP scheme,
even considering high values of \( n \). The current friction approach exhibits good stability properties and, in particular, is able to account for varying bottoms whenever the friction terms are dominant.

As for the convergence rate analysis, several tests are performed with different values of the roughness coefficient. For a given \( n \), a reference solution is computed with the MUSCL scheme on a 20865 nodes regular mesh until \( t = 0.1 \) s, avoiding this way appearance of shocks, and then run simulations on a mesh series with increasingly refined triangulations: \( \Delta x = \Delta y = 1/20, 1/40, 1/80, 1/160 \) and 1/320 m. Our numerical results are compared with the reference, which stands for an exact solution. Fig. 9 shows the evolution of the \( L^1 \) error on \( h \) and normal discharge \( q_x \) with respect to the mesh refinement for first and high order approaches in the case \( n = 1 \), in a log–log scale. As shown in Table 1, slopes of 0.9 and 2 are respectively reached up to \( n = 10 \), which is very satisfying for the description of a flow mainly controlled by friction effects, notably on unstructured grids (see [15,33]). Note that similar convergence rates can also be observed in [52] in the frictionless case. If the order of convergence is significantly improved by the MUSCL reconstruction up to \( n = 50 \) here, we observe that the benefits of the reconstruction is much attenuated when larger friction coefficients are used.

### 6.2. Oscillatory flows

The following two tests bring into play a periodic regime involving a planar flow with a non-zero resistance term, restraining the amplitude of the oscillations. We aim at validating the good behavior of the scheme near wet/dry interfaces and we study the accuracy of the shoreline location computation, for which an exact solution is available. For these tests, we use a linear friction source term:

\[
\mathcal{F}(w) = \begin{bmatrix} 0 \\ kw \end{bmatrix}.
\]

Considering the low values of \( k \) involved in the simulations and the behavior of \( \mathcal{F} \) as \( h \) tends to zero, the use of the asymptotic preserving correction is not justified here (and more generally for physical tests involving linear friction terms) and indeed, numerical investigations confirmed that the asymptotic correction was not useful here. Hence, we recover the formalism ([21], setting this time \( \sigma = k \) and \( R(w) = \mathcal{F}(h, 0, 0) \), and run the computations with the original friction scheme of Section 3.

#### 6.2.1. Moving boundary over a quadratic bottom

The first test is derived from a 1D experiment, usually encountered in the literature ([11,26] for example, or [11,9,49,53] for the parabolic version). Computations are performed on a 4320 x 500 regular grid with \( \Delta x = 27 \) m, \( \Delta y = 25 \) m, and the bed elevation is assumed to be defined as (see Fig. 10):

\[
z(x, y) = h_0((x/a)^2 - 1).
\]

The exact solution for the water depth elevation and the \( x \)-component of the velocity vector, obtained in [62], are given by:

\[
\begin{aligned}
\eta(t, x, y) &= \alpha^2 b_x e^{-st} \left( -sk \sin(2st) + \left( \frac{k^2}{4} - s^2 \right) \cos(2st) \right) - \frac{b_x e^{-kt}}{4g} - \frac{e^{-4kt/3}}{g} \left( B s \cos(st) + \frac{kb}{2} \sin(st) \right) x, \\
u(t) &= Be^{-kt/2} \sin(st),
\end{aligned}
\]

where \( s = \sqrt{p^2 - k^2} \) and \( p = \sqrt{8gh_0/a^2} \). The free surface is enforced at the left boundary, with \( \eta(t, 0, y) \). As the moving water front is not supposed to reach the right side of the computational domain, no outflow boundary condition is imposed. The linear friction term is set to \( k = 0.001 \) and the other constants are \( h_0 = 10 \) m, \( a = 3000 \) m and \( B = 2 \) m/s. Considering the resistance effects in the exact solution, the flow is expected to converge toward a motionless steady state, while the
Table 1
Accuracy validation: convergence analysis – $L^1$ numerical error quantification and corresponding convergence rates for increasing Manning coefficients.

<table>
<thead>
<tr>
<th>$n = 0$</th>
<th>$\Delta x$</th>
<th>$1/20$</th>
<th>$1/40$</th>
<th>$1/80$</th>
<th>$1/160$</th>
<th>$1/320$</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 1$</td>
<td>1st order</td>
<td>$h$ 1e−2</td>
<td>9.7e−3</td>
<td>5.3e−3</td>
<td>2.8e−3</td>
<td>1.5e−3</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 2.6e−1</td>
<td>1.5e−1</td>
<td>8.6e−2</td>
<td>4.7e−2</td>
<td>2.4e−2</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>MUSCL</td>
<td>$h$ 3.5e−3</td>
<td>8.7e−4</td>
<td>1.9e−4</td>
<td>4.6e−5</td>
<td>1.0e−5</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 5.9e−2</td>
<td>1.4e−2</td>
<td>3.2e−3</td>
<td>8.2e−4</td>
<td>2.3e−4</td>
<td>2.0</td>
</tr>
<tr>
<td>$n = 10$</td>
<td>1st order</td>
<td>$h$ 1.9e−2</td>
<td>9.7e−3</td>
<td>5.3e−3</td>
<td>2.8e−3</td>
<td>1.5e−3</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 2.6e−1</td>
<td>1.5e−1</td>
<td>8.6e−2</td>
<td>4.7e−2</td>
<td>2.4e−2</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>MUSCL</td>
<td>$h$ 3.5e−3</td>
<td>8.7e−4</td>
<td>1.9e−4</td>
<td>4.6e−5</td>
<td>1.0e−5</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 5.9e−2</td>
<td>1.4e−2</td>
<td>3.2e−3</td>
<td>8.2e−4</td>
<td>2.3e−4</td>
<td>2.0</td>
</tr>
<tr>
<td>$n = 25$</td>
<td>1st order</td>
<td>$h$ 1.8e−2</td>
<td>9.1e−3</td>
<td>4.9e−3</td>
<td>2.6e−3</td>
<td>1.4e−3</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 2.4e−1</td>
<td>1.5e−1</td>
<td>8.3e−2</td>
<td>4.4e−2</td>
<td>2.3e−2</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>MUSCL</td>
<td>$h$ 3.2e−3</td>
<td>7.9e−4</td>
<td>1.8e−4</td>
<td>4.4e−5</td>
<td>1.0e−5</td>
<td>2.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 5.5e−2</td>
<td>1.3e−2</td>
<td>3.0e−3</td>
<td>8.1e−4</td>
<td>2.4e−4</td>
<td>2.0</td>
</tr>
<tr>
<td>$n = 50$</td>
<td>1st order</td>
<td>$h$ 1.3e−2</td>
<td>7.0e−3</td>
<td>3.6e−3</td>
<td>1.9e−3</td>
<td>9.8e−4</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 2.1e−1</td>
<td>1.3e−1</td>
<td>6.8e−2</td>
<td>3.6e−2</td>
<td>1.9e−2</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>MUSCL</td>
<td>$h$ 1.9e−3</td>
<td>6.3e−4</td>
<td>1.9e−4</td>
<td>6.0e−5</td>
<td>1.7e−5</td>
<td>1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 4.1e−2</td>
<td>1.1e−2</td>
<td>3.9e−3</td>
<td>1.3e−3</td>
<td>3.6e−4</td>
<td>1.7</td>
</tr>
<tr>
<td>$n = 100$</td>
<td>1st order</td>
<td>$h$ 7.9e−3</td>
<td>4.8e−3</td>
<td>2.4e−3</td>
<td>1.2e−3</td>
<td>6.5e−4</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 1.6e−1</td>
<td>1.0e−1</td>
<td>5.5e−2</td>
<td>3.0e−2</td>
<td>1.6e−2</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>MUSCL</td>
<td>$h$ 1.4e−3</td>
<td>6.4e−4</td>
<td>2.7e−4</td>
<td>1.1e−4</td>
<td>3.7e−5</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 3.7e−2</td>
<td>1.6e−2</td>
<td>7.4e−3</td>
<td>2.8e−3</td>
<td>8.9e−4</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>1st order</td>
<td>$h$ 6.7e−3</td>
<td>4.6e−3</td>
<td>2.8e−3</td>
<td>1.5e−3</td>
<td>8.3e−4</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 1.2e−1</td>
<td>1.0e−1</td>
<td>5.5e−2</td>
<td>3.1e−2</td>
<td>1.7e−2</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>MUSCL</td>
<td>$h$ 2.1e−3</td>
<td>9.8e−4</td>
<td>5.3e−4</td>
<td>2.4e−4</td>
<td>8.3e−5</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$q$ 1.0e−1</td>
<td>3.9e−2</td>
<td>1.8e−2</td>
<td>7.5e−3</td>
<td>2.5e−3</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Fig. 10. Moving boundary over a quadratic bottom: mesh, topography and initial condition (left) and free surface level after a half period (right).

water free surface level will indefinitely oscillate in the frictionless case, with a half-period of 676.5 s. Impacts of the friction terms can be highlighted by Fig. 11, in which we follow the time evolution of the oscillating front until $t = 10000$ s. The predicted location of the wet/dry interface is very close to the theoretical one and we emphasize the good behavior of the proposed discretization, even for low values of $h$. Fig. 12 shows the total water depth surface at different times during a half period. Here again, we observe an excellent agreement between numerical and analytical results.

Accuracy analysis is performed using the analytical solution: estimations of $L^1$ error on the water height after a four period simulation are given in a logarithmic scale in Fig. 13 (left). Considering the impact on the convergence rate and the data available in Fig. 13 (right), we can point out the good performance of the formal second order scheme.
Fig. 11. Moving boundary over a quadratic bottom: time evolution of the wet/dry interface location.

Fig. 12. Moving boundary over a quadratic bottom: free surface elevation along the x-direction centerline at times \( t = 0 \) s, 325 s and 650 s.

Fig. 13. Moving boundary over a quadratic bottom: \( L^1 \) error on \( h \) for first and high order schemes. \( \Delta x \) vs numerical error in a log-log scale, with corresponding slopes (left), and table of numerical errors (right).

6.2.2. Oscillatory flow in a parabolic bowl

In this test case, we want to assess the accuracy of our scheme in a real two dimensional framework, with an unstructured mesh, involving dry cells and varying topography. There are few available analytic solutions for frictional flows in the literature and the Thacker's 2D cases stand for discriminating benchmark tests. Two classes of exact solutions are available, namely the "planar" and "curved" cases, run for example in \([15,38,40,50,58,61]\) and \([15,38,61]\) respectively. Both are based on a parabolic topography of the form (see Fig. 14):

\[
z(r) = r^2 \left( h_0/a^2 \right),
\]  
(63)
where \( r \) is the distance from the center. We propose now to work on the 2D extrapolation of Thacker’s parabolic test case introduced by Sampson et al. in [68] and also used in [63]. We consider here the planar free surface flow, with an exact motion given by:

\[
\begin{align*}
\eta(x, y, t) &= h_0 - \frac{B^2}{2g} e^{-kt} - \frac{B}{g} e^{-kt/2} \left( \frac{k}{2} \sin(st) + s \cos(st) \right) y,
\theta(t) &= B e^{-kt/2} \sin(st),
\nu(t) &= -B e^{-kt/2} \cos(st),
\end{align*}
\]

(64)

where \( s = \sqrt{p^2 - k^2}/2 \) and \( p = \sqrt{8gh_0/a^2} \). In this test, the parameters are set to \( h_0 = 10 \) m, \( a = 3000 \) m, \( B = 5 \) m/s, and the linear friction coefficient is set to \( k = 0.002 \) s\(^{-1}\). When friction effects are neglected, the exact solution describes an oscillatory flow with a half-period of 672 s. The initial condition is defined by evaluating (64) at \( t = 0 \). It provides a planar flow put in motion in the tangential direction. The corresponding profile is given in Fig. 14 (top), with an insight of the mesh and topography, together with a view of the flow after a half-period (bottom). We also recall that the theoretical shoreline location is given by:

\[
x(t) = \frac{a^2}{2gh_0} e^{-kt/2} \left( -B s \cos(st) - \frac{1}{2}kB \sin(st) \right) \pm a.
\]

(65)

We show in Fig. 15 some 2D views of the free surface along the middle section respectively after a half, one and two periods of evolution, supplemented by a comparison with the exact solution. We can observe an accurate description of the flow evolution. After four periods, the flow is almost at rest, as evidenced by the time history of wet/dry front location shown in Fig. 16. Again, in accordance with the theoretical solution, the free surface stays perfectly planar during the entire simulation time, notably in the neighborhood of dry areas. Numerical and theoretical values for the \( x \)- and \( y \)-velocity component at point \((1000, 0)\) are taken over a four period simulation and depicted in Fig. 17, allowing to follow the decay of the flow motion over time. Once again we can observe a reasonable correspondence between predicted and exact values. Note that similar results are obtained in [63], where the minor discrepancy on \( v \) can also be observed.

6.3. Dam break with friction

This test is devoted to highlight the impact of the asymptotic correction as the effects of the physical resistance become dominant. We proceed to a series of simulations of dam break problems in a rectangular channel \( \Omega = [-10, 10] \times [-2, 2] \), on a flat bottom. The computational domain is initially meshed with a regular triangulation of 5884 nodes. The dam is supposed to be located at \( x = 0 \) along the \( y \) direction. The initial condition is:

\[
h(x) = \begin{cases} 
h_g & \text{if } x < 0,
\end{cases}
\]

\[
h_d & \text{otherwise, with } h_g > h_d.
\]

(66)

The first test consists of a non-physical case: we deliberately choose an excessive friction parameter \( n \), and study the results given by the AP and NAP schemes. As the AP scheme is precisely designed to degenerate toward the discrete version of the asymptotic regime (9), the corresponding approximations should get closer as the time and the friction parameter increase. We set \( n = 25, \ h_g = 2 \) m, \( h_d = 1 \) m, and study the evolution of the flow until \( t = 9 \) s. Fig. 18 shows a middle section of the water height for both corrected and uncorrected schemes at the end of the simulation, put in comparison with the scheme.
used for the diffusive limit. We can clearly observe the impact of the modification on the limit behavior. Taking the limit regime as a reference, $L^1$ and $L^\infty$ errors are quantified and plotted in Fig. 19. The trends emerging from this complementary error study confirm the relevance of the AP correction.

Let us now consider moderate values of the friction parameter, to identify the AP scheme’s influence. First, we enforce the same left and right initial values for the water elevation, with this time $n = 0.1$. Considering the downstream water depth involved in this test, the asymptotic regime is far from being reached during the simulation, and the effects of the asymptotic correction are expected to be insignificant. Sections of the water surface profile along the $x$-direction are available in Fig. 20 at several times of the simulation. And indeed, AP and NAP schemes provide very close results. The curves are almost indistinguishable at this level of zoom. These observations tend to confirm the worthlessness of the correction when the water height levels involved in the simulation are relatively high, or when the friction term is not particularly stiff.

Before observing the impact in a dry bed context, we suggest an intermediate test, keeping $h_g = 2$ m and $n = 0.1$, and enforcing $h_d = 0.1$ m. As previously, we follow the evolution of the predicted flood wave elevation given by the two schemes. Results are plotted in Fig. 21, with a particular focus on the water front, highlighting some discrepancies. We reach
Fig. 17. Oscillatory flow with friction in a parabolic basin: time evolution of the $x$ and $y$-direction velocity – analytic vs numeric.

Fig. 18. Dam break with friction – test 1: $n = 25$, $h_g = 2$ m, $h_d = 1$ m. Middle section of the water depth profiles at $t = 9$ s – comparison with the asymptotic regime.

Fig. 19. Dam break with friction – test 1: $L^1$ (left) and $L^\infty$ (right) error evolution.

a difference of 15 cm between the two predicted fronts at time $t = 2$ s. This time, considering the low value of $h_d$, both schemes get closer to their asymptotic behavior in the vicinity of the front location: the use of an asymptotic preserving scheme seems to be necessary to have a better evaluation of the flood wave velocity.

For the last configuration, we set $h_d = 0$ m. In this dry context, the asymptotic regime is immediately reached in the right side of the domain. We observe similar results than those provided by test 3 (Fig. 22), with a stronger impact of the correction: the location of the two fronts differs this time from almost $Dx = 30$ cm at the end of the simulation.

We finally study the behavior of the AP and NAP schemes for different values of $h_g : 1, 2, 3, 4$ and 5 m. We also improve the quality of the mesh, working with a 20890 nodes regular triangulation. In Fig. 23 we can follow the evolution of the wet/dry interface location (left) for both AP and NAP schemes, supplemented by a visualization of the resulting gap $Dx$ with respect to time (right) until $t = 2$ s. Numerical results clearly show that the impact of the correction is all the more
pronounced since the initial jump is important. We also emphasize that the amplitude of the gap $Dx$ does not decrease as the mesh is refined: the loss of accuracy related to the non-consideration of the limit regime restoration can definitively not be offset by an increase of the number of nodes. The use of an asymptotic preserving scheme seems to describe slightly different behaviors when compared to traditional approaches in such a context.

6.4. Dam-break flow over two frictional humps

We go ahead in the exploration of the friction scheme's abilities considering the 1D dam break experiment presented in [4]. The basin is 7 m length and its width is set to 1 m for purpose of a 2D application. Details on the topography are given in Fig. 24. In the physical model the base of the reservoir is located in the middle of the first plane area, that is $x = 2.25$ m, and the initial upstream free surface is set to 0.5 m. A Manning roughness coefficient $n = 0.01$ is imposed. Computations
are run on a regular triangulation made of 5901 vertices, corresponding to a space step $\Delta x = \Delta y = 0.025$ m. Reflective conditions are set at the lateral and upstream boundaries, and free outflow is assumed downstream. This test is particularly interesting to evaluate our scheme’s ability, due to the complex topography variations, generating some flow reflections in the presence of a dry bed. We show in Fig. 25 a comparison between the computed free surface and the data, during the first steps of the propagation. We obtain very satisfying results, with an accurate computation of the wet/dry interface. Approximatively around $t = 300$ s, a motionless steady state is reached within the left portion of the domain. Very similar results are obtained in [50] with RKDG schemes. We finally plot in Fig. 26 the evolution of the water height up to $t = 15$ s computed at three reference points along the basin with both the AP and the NAP schemes, and compare our results with experimental data. We highlight that as friction effects dominate the flow in very shallow areas, the use of the AP scheme noticeably helps to obtain a satisfying matching with the data.

6.5. Malpasset dam break

The Malpasset dam break is one of the main dam-break benchmark tests for which experimental measurements are available. It relies on a 2D bathymetry involving a complex geometry (see Fig. 27). The foundations of this dam were based is the bed of the Reyran river valley, in the south of France. In December 1959, the left side of the dam collapsed under the effects of pressure, after a heavy rain fall; more than 55,000 m$^2$ of water started to pour in this narrow gorge, and the generated flood wave reached the city of Frejus, located 12 km downstream, making 433 casualties. For this test, the domain is meshed with 13,541 nodes. Maximum free surface elevation and propagation time of the water front are available at several points of the bed river; predicted arrival time of the flood wave at gauges 6 to 14 are plotted in Fig. 28, where $n$ is fixed to 0.02; we can note a good agreement with the reference, and significant agreements with other published results.

<table>
<thead>
<tr>
<th>$x$ (m)</th>
<th>$z$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>2.00</td>
</tr>
<tr>
<td>$P_2$</td>
<td>2.20</td>
</tr>
<tr>
<td>$P_3$</td>
<td>2.30</td>
</tr>
<tr>
<td>$P_4$</td>
<td>2.50</td>
</tr>
<tr>
<td>$P_5$</td>
<td>6.10</td>
</tr>
<tr>
<td>$P_6$</td>
<td>6.50</td>
</tr>
<tr>
<td>$P_7$</td>
<td>6.60</td>
</tr>
<tr>
<td>$P_8$</td>
<td>7.00</td>
</tr>
</tbody>
</table>
Fig. 26. Dam-break flow over two frictional humps: time history of the free surface and comparison between AP and NAP schemes.

Fig. 27. Malpasset dam break: dual mesh geometry (top) and topography (bottom).

[20,63]. The use of friction source terms is unavoidable to obtain satisfying results. Comparisons with the AP scheme let appear discrepancies in the order of 2% with the measured values. As previously, carrying out the correction tends to slow down the evolution of the wave front in the floodplain.
7. Conclusion

In this work, we introduce a new way to account for the friction effects in the context of the 2D shallow water equations, extending the mono-dimensional approach proposed in [11] and [9]. The resulting scheme is shown to be well balanced and robust under some appropriate time step constraints. A formal second order reconstruction is also proposed. In addition, an asymptotic preserving correction is performed, which stands for a novelty in the context of unstructured triangulations. Numerical results clearly highlight the capabilities of the AP scheme in handling dry areas, in a large variety of test cases involving complex topography and geometry.
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