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Abstract

The present work concerns the derivation of a suitable discretization to approximate the friction source terms in the shallow-water model. Such additional source terms are known to be very stiff as soon as the water height is vanishing. The proposed numerical procedure comes from a relevant correction of a Godunov-type scheme that approximates the solutions of hyperbolic systems of conservation laws. The adopted correction gives a discretization of the source term which preserves the robustness and does not change the CFL condition. The scheme is shown to be particularly efficient for wet/dry transition simulations. In addition, this numerical procedure can be used together with any robust and well-balanced discretization of the topography source term. Second order extension is also investigated. Extensive numerical validations illustrate the interest of this new approach.
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1. Introduction

The present study is devoted to the derivation of a numerical method in order to approximate the solutions of the shallow-water equations supplemented by a friction source term. The adopted model is governed by the following system:

\begin{align}
\partial_t h + \partial_x h u &= 0, \\
\partial_t h u + \partial_x (h u^2 + \frac{gh^2}{2}) &= -g h b'(x) - \frac{\kappa}{h^\eta} h u,
\end{align}

(1)

where \( h \) is the local water depth and \( u \) is the depth-averaged velocity. Here, we have set \( g > 0 \) the gravity constant. Concerning the source terms, \( b : \mathbb{R} \rightarrow \mathbb{R}^+ \) is a given smooth function which describes the topography, while \( \kappa \) and \( \eta \) are two given positive friction parameters.

For the sake of clarity in the notations, it turns out to be useful to rewrite (1) in the following condensed-form:

\begin{align}
\partial_t U + \partial_x G(U) = -\mathcal{B}(U) - \mathcal{F}(U),
\end{align}

where we have set:

\begin{align}
U &= \begin{pmatrix} h \\ h u \end{pmatrix}, \quad G(U) = \begin{pmatrix} h u \\ h u^2 + \frac{gh^2}{2} \end{pmatrix}, \\
\mathcal{B}(U) &= \begin{pmatrix} 0 \\ g h b'(x) \end{pmatrix} \text{ and } \mathcal{F}(U) = \begin{pmatrix} 0 \\ \frac{\kappa}{h^\eta} h u \end{pmatrix}.
\end{align}

(2)

As usual, the state vector is assumed to belong to the convex set of admissible states \( \Omega \) defined as follows:

\begin{align}
\Omega = \{ U \in \mathbb{R}^2 / h \geq 0, \ u \in \mathbb{R} \}.
\end{align}

(4)

During the last decade, the numerical approximation of the solutions of the shallow-water model was widely studied and several numerical procedures have been developed. Most of them derive from the well-balanced strategy introduced by Greenberg and LeRoux [16]. Their main idea concerns the relevance of the source term discretization versus the approximation of the first order operator. The main objective is to preserve the steady-state solution given by:

\begin{align}
h u = \text{cte}, \\
\frac{h^2}{2} + gh + gb = \text{cte},
\end{align}

(3)

and the most famous of them is nothing but the lake at rest:

\begin{align}
u = 0 \text{ and } h + b = \text{cte}.
\end{align}

(5)

Several schemes are thus developed in this spirit (for instance, see [6, 14, 18, 25, 9, 7] and references therein). In [1], the authors propose a suitable well-balanced interpretation: the so-called hydrostatic reconstruction. This approach allows an easy implementation of source terms (such as topography) which also ensures required robustness properties. In addition, such a technique allows an efficient treatment of the dry areas (\( h = 0 \)).

To improve the numerical simulation of shallow-water experiments, the topography source term \( \mathcal{B} \) must be supplemented by the friction source-term \( \mathcal{F} \) given by (3). For instance, a real-life model can be found in [19]. The main discrepancy between both source terms comes from their relevance in dry regions. Indeed, the friction term is not a priori bounded for small water heights. Since a numerical control of the friction term is not reachable, wet/dry transitions are very difficult to simulate.

Such a remark eliminates most of source term splitting strategies and more sophisticated approaches must be investigated to approximate \( \mathcal{F} \). For instance, in [11] an extension of the hydrostatic reconstruction is derived for the friction term. Such a technique is very efficient but a particular attention must be paid to wet/dry transitions.
Here, we propose a derivation of a new source term discretization based on an appropriate correction. More precisely, we will adopt the well-known approximate Riemann solver of Harten, Lax and Van Leer [17] on the following hyperbolic system of conservation laws:

$$\partial_t U + \partial_x G(U) = 0,$$

where the state vector $U \in \Omega$ and the flux function $G(U) : \Omega \rightarrow \mathbb{R}^2$ are given by (2).

Next, we will introduce a correction directly into the Riemann solver to make the discretization consistent with the following hyperbolic system with source term:

$$\partial_t U + \partial_x G(U) = -\mathcal{F}(U),$$

where $\mathcal{F}$ is the required friction term. One of the main edges of the derived numerical scheme concerns the robustness since it preserves the nonnegativity of $h$ without involving any additional restriction.

The goal of this section is to design a numerical scheme to approximate the solutions of the shallow-water equations with friction. Let us recall that these equations are given by the following system:

$$\partial_t h + \partial_x(hu) = 0,$$

$$\partial_t hu + \partial_x(hu^2 + \frac{gh^2}{2}) = -\kappa |h| \partial_x h u.$$

Involving (2) and (3), this system rewrites:

$$\partial_t U + \partial_x G(U) = -\mathcal{F}(U).$$

To approximate the system (7)-(8), we propose to modify any suitable Godunov-type scheme associated to the shallow-water equations (6). To do so, we first introduce a finite volume scheme in the formalism of Harten, Lax and Van Leer [17] to approximate the weak solutions of (6). This scheme is convenient all the more since one knows the associated approximate Riemann solver. Then we propose a relevant modification of this approximate Riemann solver to build a scheme which takes into account the friction term. The resulting scheme will be shown to preserve the positivity of $h$ under the CFL condition imposed by the initial chosen Godunov-type scheme.

### 2.1. The initial approximate Riemann solver

We consider a finite volume method approximations of the weak solutions of (6). Several strategies can be adopted and the reader is referred to Godlewski and Raviart [15] (see also [21, 29]). In the present work, we propose to consider the formalism detailed by Harten, Lax and Van Leer in [17]. For the sake of completeness, we briefly recall this approach here.

Let us consider a uniform mesh of constant size $\Delta x = x_{i+\frac{1}{2}} - x_{i-\frac{1}{2}}$, $i \in \mathbb{Z}$ and we denote $\Delta t$ the time step with $\rho^{n+1} = \rho^n + \Delta t$ for all $n \in \mathbb{N}$.

Let us assume that a piecewise constant approximation $U^\Delta t(x,\rho^n) \in \Omega$ of the solution at time $\rho^n$ is known:

$$U^\Delta t(x,\rho^n) = U^n_\rho \text{ if } x \in (x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}).$$

To evolve this approximation in time, we consider an approximate Riemann solver stated at each interface $x_{i+\frac{1}{2}}$. This approximate Riemann solver, denoted by $U_R(x_{i+\frac{1}{2}}, U_L, U_R)$, is built as follows:

$$U_R(x_{i+\frac{1}{2}}, U_L, U_R) = \begin{cases} U_L, & \text{if } \frac{\rho}{c} < a^- , \\ U^*(\frac{\rho}{c}, U_L, U_R), & \text{if } a^- < \frac{\rho}{c} < a^+ , \\ U_R, & \text{if } \frac{\rho}{c} > a^+ , \end{cases},$$

where $a^-$ and $a^+$ are respectively the minimum and maximum velocity waves involved by the approximate Riemann solver. Furthermore, the intermediate state $U^*$ describes the approximate solution inside the dependence cone characterized by $x = a^- t$ and $x = a^+ t$. Following [17], we recall that the approximate Riemann solver (10) must satisfy a consistency condition given by:

$$\frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} U_R(x, \rho_{i-\frac{1}{2}}, U_L, U_R) dx = \frac{1}{2} \left( U_L + U_R - \frac{\Delta t}{\Delta x} (G(U_R) - G(U_L)) \right).$$

where $\Delta t$ is restricted by the CFL-like condition:

$$\frac{\Delta t}{\Delta x} \max(|a^-|, |a^+|) \leq \frac{1}{2}.$$

There are many choices for (10) that can be found in the literature (see for instance [6, 17, 28, 4]). Let us note that the exact Godunov scheme enters the proposed definition with $a^-$ and $a^+$ the exact minimum and maximum characteristic speeds and $U^*(x/t)$ is the exact Riemann solution into the dependence cone. Another example involves the famous one-intermediate state HLL scheme [17] where $U^*(x/t)$ is given by the following constant:

$$U^*(\frac{x}{t}; U_L, U_R) = \frac{a^+ U_R - a^- U_L}{a^+ - a^-} - \frac{1}{a^+ - a^-} (G(U_R) - G(U_L)).$$

The HLLC proposed by [28] (see [29, 2] for several examples and extensions) and the relaxation schemes [4, 6, 22] also enter such a framework.

Now an approximate Riemann solver $U_R(x_{i+\frac{1}{2}}, U_L, U_R)$...
Then we define an approximate solution at time $t^n + t$ for all $t \in (0, \Delta t)$ as follows:

$$U^i_{L}(x, t^n + t) = U_R \left( \frac{x - x_{i+\frac{1}{2}}}{\Delta t} ; U^n_{i}, U^n_{i+1} \right)$$

if $x \in (x_i, x_{i+1})$.

The projection of this solution on the piecewise constant functions gives the expected updated approximation:

$$U^{i+1}_n = \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \tilde{U}^i(x, t^n + \Delta t) dx.$$  

Introducing the condition (11), the scheme can be rewritten into a standard conservation form:

$$U^{i+1}_n = U^n_i - \frac{\Delta x}{2\Delta t} \frac{\partial}{\partial t} \int_{x_i}^{x_{i+1}} \tilde{U}(x, t^n + \Delta t) dx,$$

where we have:

$$\tilde{U}(x, t^n + \Delta t) = \frac{\partial}{\partial t} \int_{x_i}^{x_{i+1}} \tilde{U}(x, t^n + \Delta t) dx.$$

Finally, the resulting scheme preserves the positivity of $h$. This property is stated in the following result:

**Lemma 1.** Let $U_L$ and $U_R$ be two constant states such that $h_L, h_R \geq 0$. Assume that for all $a^- < \frac{1}{2} < a^+$, $U^*(\frac{1}{2}; U_L, U_R) \in \Omega$. Then, under the CFL restriction (12), as soon as $\Delta t \leq 0$ for all $i \in \mathbb{Z}$, we have $h^{i+1} \geq 0$ for all $i \in \mathbb{Z}$.

We skip the proof of this classical result (see for instance [2, 6] for further details).

2.2. Extension to include the friction term

We now correct the above approximate Riemann solver to take into account the friction terms involved in (8). To do so, we adapt a recent asymptotic preserving numerical procedure [5, 3] to our problem (see also [10] for another approach). We modify the intermediate state $U^*(\frac{1}{2}; U_L, U_R)$ by introducing a new intermediate state vector $\tilde{U}^*$ defined as follows:

$$\tilde{U}^*(x/t; U_L, U_R) = \begin{cases} U^*(x/t; U_L, U_R) + (1 - \alpha)(U^n_{L}(\frac{1}{2}; U_L, U_R) - \frac{h_L^n}{\kappa(hu)_ext} F(U_L)) & \text{if } x/t < 0, \\ U^*(x/t; U_L, U_R) + (1 - \alpha)(U^n_{R}(\frac{1}{2}; U_L, U_R) - \frac{h_R^n}{\kappa(hu)_ext} F(U_R)) & \text{if } x/t > 0, \end{cases}$$

where we have set:

$$U^*_{L}(\frac{1}{2}; U_L, U_R) = \left( h^*(\frac{1}{2}; U_L, U_R) \right)$$

and

$$(\tilde{U}^*)^{*}(\frac{1}{2}; U_L, U_R) = \left( h^*(\frac{1}{2}; U_L, U_R) \right).$$

Here $\alpha \in [0, 1]$ is a parameter that will be defined later through consistency conditions. Furthermore, $(hu)_ext$ is a dimensioning constant which will be set to 1 in the following.

Let us emphasize that the first component of $\tilde{U}^*$ stays unchanged since $h^*(\frac{1}{2}; U_L, U_R) = h^*(\frac{1}{2}; U_L, U_R)$. On the other hand, the second component of $\tilde{U}^*$ reads:

$$\tilde{U}^*(x/t; U_L, U_R) = \begin{cases} \frac{a\tilde{hu}_u(x/t; U_L, U_R)}{\alpha} & \text{if } x/t < 0, \\ \frac{a\tilde{hu}_u(x/t; U_L, U_R)}{\alpha} + (1 - \alpha)(|h_L|u_L - |h_L|u_L) & \text{if } x/t > 0. \end{cases}$$

With this correction of the intermediate state, the modified approximate Riemann solver is now given by:

$$\tilde{U}_R(x/t; U_L, U_R) = \begin{cases} U_R & \text{if } x/t < a^-, \\ U^* + (1 - \alpha)(U_L^* - U^* - \frac{\tilde{h}}{\Delta t} F(U_L)) & \text{if } a^- < x/t < 0, \\ U^* + (1 - \alpha)(U_R^* - U^* - \frac{\tilde{h}}{\Delta t} F(U_R)) & \text{if } 0 < x/t < a^+, \\ U_R & \text{if } x/t > a^+. \end{cases}$$

where $a^-$ and $a^+$ were introduced in (10). While we have assumed in the above equation that $a^- < 0 < a^+$ for the sake of clarity, the reader is referred to [5] for the extension to any pair $(a^-, a^+)$. Once again, we then consider the juxtaposition of the Riemann solvers stated at each interface. Such a juxtaposition is non-interacting as long as $\Delta t$ satisfies the CFL-like condition (12). Then, at time $t^n + t$ for all $t \in (0, \Delta t)$, the juxtaposition of non-interacting approximate Riemann solutions reads as follows:

$$\tilde{U}^i(x, t^n + t) = \tilde{U}_R \left( \frac{x - x_{i+\frac{1}{2}}}{\Delta t} ; U^n_{i}, U^n_{i+1} \right),$$

if $x \in (x_i, x_{i+1})$.

As usual, the updated states are mean values of the solution at time $t + \Delta t$ inside each cell:

$$U^{i+1}_n = \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \tilde{U}^i(x, t^n + \Delta t) dx.$$  

This integral formulation can be developed to write the scheme under a conservation form supplemented by a relevant discretization of the source term. Indeed, plugging (17) into (18)
we have:
\[ U_{i+\frac{1}{2}}^{n+1} = \frac{1}{\Delta x} \int_{x_{i+\frac{1}{2}}}^{x_{i+\frac{3}{2}}} U^a(x, t^n + \Delta t) dx \]
\[ + \frac{1 - \alpha_{i+\frac{1}{2}}}{\Delta x} \int_{x_{i+\frac{1}{2}}}^{x_{i+\frac{3}{2}}} \left( U^*_{R, i+\frac{3}{2}} - U^*_{i+\frac{1}{2}} - \frac{(h^p)^{\nu}}{\kappa} F(U_i^n) \right) dx \]
\[ + \frac{1 - \alpha_{i+\frac{1}{2}}}{\Delta x} \int_{x_{i+\frac{1}{2}}}^{x_{i+\frac{3}{2}}} \left( U^*_{L, i+\frac{1}{2}} - U^*_{i+\frac{1}{2}} - \frac{(h^p)^{\nu}}{\kappa} F(U_i^n) \right) dx. \]
where we have set:
\[ U^*_{L, i+\frac{1}{2}} = \left( h^* \left( \frac{x-x_{i+\frac{1}{2}}}{\Delta x}; U^n_i, U^n_{i+1} \right) \right), \]
\[ U^*_{R, i+\frac{1}{2}} = \left( h^* \left( \frac{x-x_{i+\frac{1}{2}}}{\Delta x}; U^n_i, U^n_{i+1} \right) \right), \]
\[ U^*_{i+\frac{1}{2}} = \left( h^* \left( \frac{x-x_{i+\frac{1}{2}}}{\Delta x}; U^n_i, U^n_{i+1} \right) \right). \]

Using the definition of \( U^{\Delta t} \) given by (13) and the consistency condition (11), a straightforward computation leads to:
\[ h_i^{n+1} = h_i^n - \frac{\Delta t}{\Delta x} \left( G_i^{h} - G_{i+\frac{1}{2}}^{h} \right), \]
\[ (ha)_i^{n+1} = (ha)_i^n - \frac{\Delta t}{\Delta x} \left( a_{i+\frac{1}{2}}^{h} G_i^{hu} - a_{i-\frac{1}{2}}^{h} G_{i+\frac{1}{2}}^{hu} \right) \]
\[ - \Delta \left( 1 - \alpha_{i+\frac{1}{2}} \right) a^h_i \frac{1 - \alpha_{i+\frac{1}{2}}}{\Delta x} h_i^p u^h_i |h_i^p u^h_i|^2 \]
\[ + \frac{\Delta t}{\Delta x} \left( a_{i+\frac{1}{2}} - a^h_{i+\frac{1}{2}} \right) \left( h^h_i (u_i^h)^2 + \frac{g(h^h_i)^2}{2} \right). \]

Among the admissible choices of \( \alpha_{i+\frac{1}{2}} \), we choose to consider the following one:
\[ \alpha_{i+\frac{1}{2}} = \frac{(h^p_i)^{\nu} (a_{i+\frac{1}{2}}^{h} - a_{i-\frac{1}{2}}^{h})}{(h^p_{i+\frac{1}{2}})^{\nu} (a_{i+\frac{1}{2}}^{h} - a_{i-\frac{1}{2}}^{h}) + k \Delta x}, \]
with \( h_{i+\frac{1}{2}}^p = \frac{h_i^p + h_{i+1}^p}{2} \).

The robustness property stated in lemma 1 is obviously preserved since the water height \( h_i^p \) is still given by the scheme (19), which is nothing but the first component of (15). Moreover, let us emphasize that the scheme is stable under the CFL condition (12) since our modification to include the source term does not change the dependency cone. This gives an important edge to this approach compared to usual source terms treatments.

To conclude the presentation of the scheme, let us note that the proposed Riemann-solver correction introduced a residual term given by:
\[ \frac{1}{\Delta x} \left( a_{i+\frac{1}{2}} - a^h_{i+\frac{1}{2}} \right) \left( h^h_i (u_i^h)^2 + \frac{g(h^h_i)^2}{2} \right). \]
In fact, it is essential to remark that, according to the consistency requirement imposed on \( \alpha_{i+\frac{1}{2}} \), this term is consistent with zero and never perturbs the solution or shock discontinuities (see numerical results below).

3. Second-order MUSCL extension

We now propose a second-order extension of the scheme (19)-(20) to increase the space accuracy. It is obtained by involving a MUSCL reconstruction technique as suggested by Van Leer in [20]. The purpose of this method consists in substituting a linear reconstruction for the piecewise constant approximation. At each side of the interface located at \( x_{i+\frac{1}{2}} \), the two reconstructed states will be denoted by \( U_{i,R} \) and \( U_{i+\frac{1}{2},L} \). The accurate numerical flux function \( \tilde{G}_{i+\frac{1}{2}} \) is easily deduced from (16) by considering these two reconstructed states:
\[ \tilde{G}_{i+\frac{1}{2}} = G(U^n_{i-R}) + \frac{\Delta t}{2 \Delta x} U^n_{i-R} - \frac{1}{\Delta t} \int_{x_{i-R}}^{x_{i+\frac{1}{2}}} U(x) \left( \frac{x-x_{i+\frac{1}{2}}}{\Delta t}; U^n_{i-R}, U^n_{i+\frac{1}{2}} \right) dx. \]

The second-order scheme is obtained by replacing \( G_{i+\frac{1}{2}} \) by \( \tilde{G}_{i+\frac{1}{2}} \) in (19)-(20). The MUSCL scheme thus reads:
\[ h_i^{n+1} = h_i^n - \frac{\Delta t}{\Delta x} \left( G_i^{h} - G_{i+\frac{1}{2}}^{h} \right), \]
\[ (ha)_i^{n+1} = (ha)_i^n - \frac{\Delta t}{\Delta x} \left( a_{i+\frac{1}{2}}^{h} G_i^{hu} - a_{i-\frac{1}{2}}^{h} G_{i+\frac{1}{2}}^{hu} \right) \]
\[ - \Delta \left( 1 - \alpha_{i+\frac{1}{2}} \right) a^h_i \frac{1 - \alpha_{i+\frac{1}{2}}}{\Delta x} h_i^p u^h_i |h_i^p u^h_i|^2 \]
\[ + \frac{\Delta t}{\Delta x} \left( (a\alpha_{i+\frac{1}{2}} - a^h_{i+\frac{1}{2}}) \left( h^h_i (u_i^h)^2 + \frac{g(h^h_i)^2}{2} \right), \]
where \( a_{i+\frac{1}{2}} \) and \( a_{i+\frac{1}{2}}^h \) are defined by using the reconstructed states. Let us recall that additional constraints on \( \alpha \) may be
considered in order to build higher-order schemes.

A large literature is devoted to reconstruction techniques. For instance, the reader is referred to LeVeque [21] where several strategies are described e.g. minmod, superbee, Van Leer limiters... Let us now focus on the robustness of the method. Indeed, we have the following statement:

**Lemma 2.** Assume that \( v_i \in \mathbb{Z} \), \( h_i^0 \geq 0 \) and the MUSCL reconstruction preserves the nonnegativity of the water height (i.e. \( U_{I,L/R}^n \in \Omega \)). In addition, assume that \( U_R(\frac{x_i}{\Delta}; U_L, U_R) \) stays in \( \Omega \) for all \( U_{L/R}^n \in \Omega \). Finally, assume that the reconstructed water height satisfies:

\[
\frac{1}{2}(h_{i,k}^n + h_{i,k}^n) = h_i^n. \tag{25}
\]

Then, the updated states \( U_{i}^{n+1} \), defined by the MUSCL scheme (23)-(24) belongs to \( \Omega \) as soon as the following half CFL condition holds:

\[
\frac{\Delta t}{\Delta x} \max_{i \in \mathbb{Z}}(\frac{|u_i^{n+1} - u_i^n|}{\Delta t}) \leq \frac{1}{4}.
\]

Proof. Let us recall that we denote \( U_R^n \) the first component of \( U_R \). Since \( h_i^{n+1} \) is given by (23), from (22) we have:

\[
h_i^{n+1} = h_i^n + \frac{1}{2}(h_{i-1,R}^n - h_{i,R}^n) - \frac{\Delta t}{\Delta x}(G^h(U_{i,R}^n) - G^h(U_{i-1,R}^n))
+ \frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i,R}^n, U_{i+1,L}^n ) dx
- \frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i-1,R}^n, U_{i,L}^n ) dx. \tag{26}
\]

Involving the consistency condition (11), we can write:

\[
\frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i-1,R}^n, U_{i,L}^n ) dx =
- \frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i-1,R}^n, U_{i,L}^n ) dx
+ \frac{1}{2}(h_{i-1}^n + h_{i,R}^n) - \frac{\Delta t}{\Delta x}(G^h(U_{i,L}^n) - G^h(U_{i-1,R}^n)).
\]

We plug this quantity into (26) to deduce from (25) the following relation:

\[
h_i^{n+1} = \frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i,R}^n, U_{i+1,L}^n ) dx
+ \frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i-1,R}^n, U_{i,L}^n ) dx
- \frac{\Delta t}{\Delta x}(G^h(U_{i,R}^n) - G^h(U_{i,L}^n)). \tag{27}
\]

Since we have considered an half-CFL condition, we obtain:

\[
\frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i,R}^n, U_{i+1,L}^n ) dx
= \frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i,R}^n, U_{i+1,L}^n ) dx
+ \frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i-1,R}^n, U_{i,L}^n ) dx, \tag{28}
\]

and similarly:

\[
\frac{1}{4}h_i^{n+1} + \frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i,R}^n, U_{i+1,L}^n ) dx.
\]

In addition, using once again the consistency condition (11) we get:

\[
\frac{1}{4}(h_i^{n+1} + h_i^n) - \frac{\Delta t}{\Delta x}(G^h(U_{i,L}^n) - G^h(U_{i-1,R}^n))
= 2 \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i-1,R}^n, U_{i,L}^n ) dx. \tag{31}
\]

By using (29), (30) and (31) into (27), we obtain:

\[
h_i^{n+1} = \frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i,R}^n, U_{i+1,L}^n ) dx
+ \frac{1}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i-1,R}^n, U_{i,L}^n ) dx
+ \frac{2}{\Delta x} \int_{x_{i-1}}^{x_i} U_R^h \left( \frac{x - x_i^{n+1}}{\Delta} \right) ; U_{i-1,R}^n, U_{i,L}^n ) dx.
\]

Since each integral is nonnegative, the proof is completed.

4. Discretization of the topography

This section is devoted to the approximation of the topography source term \( \mathcal{B} \) defined by (3). To obtain a high order
well-balanced scheme preserving the steady-states at rest (5), we adopt the hydrostatic reconstruction proposed in [1] and extended to higher order of accuracy in [25].

Considering the cell \([x_{i-1}, x_{i+1}]\), we compute the MUSCL reconstruction \(U^n_{iL}\) and \(U^n_{iR}\) located at \(x_{i-\frac{1}{2}}\) and \(x_{i+\frac{1}{2}}\). Values of \(H^n_{iL}\) and \(H^n_{iR}\), where \(H = h + b\), are also constructed so that we deduce reconstructions of the topography \(b_{iL} = H^n_{iL} - h^n_{iL}\) and \(b_{iR} = H^n_{iR} - h^n_{iR}\). This ensures that if, for all \(i \in \mathbb{Z}\), \(u^n_i = 0\) and \(h^n_i + b_i = h^n_{i+1} + b_{i+1}\) then \(u^n_{iL} = u^n_{iR} = 0\) and \(H^n_{iL} = H^n_{iR} = h^n_i + b_i\). Next, we perform the hydrostatic reconstruction of the values at each side of the mesh interfaces taking into account the variations of the bottom. Topography values \(b_{i-\frac{1}{2}}\) are defined as follows:

\[
\begin{align*}
& b_{i-\frac{1}{2}} = \max(b_{iL}, b_{i+1L}).
\end{align*}
\]

The reconstruction of the water height on each side of the considered interface is defined by:

\[
\begin{align*}
& h^n_{i-\frac{1}{2}} = \max(0, h^n_{iL} + b_{iL} - b_{i-\frac{1}{2}}), \\
& h^n_{i+\frac{1}{2}} = \max(0, h^n_{i+1L} + b_{i+1L} - b_{i+\frac{1}{2}}).
\end{align*}
\]

We then deduce the complete reconstructed values on each side of the interface:

\[
\begin{align*}
& U^n_{i-\frac{1}{2}} = \left( h^n_{i-\frac{1}{2}}, \frac{\Delta x}{\Delta t} U^n_{i-\frac{1}{2}} \right), \\
& U^n_{i+\frac{1}{2}} = \left( h^n_{i+\frac{1}{2}}, \frac{\Delta x}{\Delta t} U^n_{i+\frac{1}{2}} \right).
\end{align*}
\]

Involving these new reconstructed values, the numerical flux is defined as follows:

\[
\begin{align*}
\tilde{G}^*_{i\frac{1}{2}} = & \left( h^n_{i\frac{1}{2}} \right) \frac{\Delta x}{\Delta t} U^n_{i\frac{1}{2}} - \frac{1}{\Delta t} \int_{x_{i\frac{1}{2}}}^{x_{i+\frac{1}{2}}} U_R(x) \frac{d}{dx} \left( \frac{\Delta x}{\Delta t} U^n_{i\frac{1}{2}} \right) dx. \\
\end{align*}
\]

Motivated by balancing requirements for static flows, the source term \(2(U)\) is discretized as follows:

\[
\begin{align*}
2(U) = & \left[ \frac{1}{2}(h^n_{i\frac{1}{2}})^2 - \frac{1}{2}(h^n_{i-\frac{1}{2}})^2 \\
+ & \left( \frac{g(h^n_{i\frac{1}{2}})}{2} - (h^n_{i\frac{1}{2}} - b_{i\frac{1}{2}}) \right) \right].
\end{align*}
\]

We thus obtain the full scheme which approximates the solutions of the system (1):

\[
\begin{align*}
& h^n_{i+1} = h^n_i - \frac{\Delta t}{\Delta x} \left( \tilde{G}^*_{i\frac{1}{2}} - \tilde{G}^*_{i-\frac{1}{2}} \right), \\
& (hu)^n_{i+1} = (hu)^n_i - \frac{\Delta t}{\Delta x} \left( \hat{a}_{i\frac{1}{2}} \tilde{G}^*_{i\frac{1}{2}} - \hat{a}_{i+\frac{1}{2}} \tilde{G}^*_{i+\frac{1}{2}} \right), \\
& -\Delta t \left( \frac{1}{\hat{a}_{i\frac{1}{2}}} - \frac{1}{\hat{a}_{i+\frac{1}{2}}} \right) a^+_i + \frac{1}{\hat{a}_{i\frac{1}{2}}} a^-_{i-\frac{1}{2}} \right) h^n_i u^n_i + \\
& \frac{\Delta t}{\Delta x} \left( \hat{a}_{i\frac{1}{2}} - \hat{a}_{i+\frac{1}{2}} \right) \left( h^n_i \left( u^n_i \right)^2 + \frac{g(h^n_i)^2}{2} \right) + (g^{\text{fric}})^n_i. 
\end{align*}
\]

This scheme is now established to be robust and well-balanced. 

\section{Numerical validation}

This section is devoted to the numerical assessment of the new scheme introduced above. For all the following computations, we use the robust relaxation-VFRoe scheme introduced in [4], together with a second order MUSCL conservative reconstruction (34)-(35). Time discretization relies on a classical second-order Runge-Kutta scheme. Time step are evaluated at each iteration in agreement with the CFL restriction (12).

We emphasize that no numerical trick is used to account for vanishing water height. We introduce a threshold value for the numerical definition of a dry cell, denoted by \(\varepsilon\). This limiting water height is arbitrary chosen and numerical investigations have shown that when \(\varepsilon\) is small enough, the numerical results do not depend on its value. During the computations, when the water height is found to be smaller than \(\varepsilon\) in a given cell, the corresponding velocity is arbitrary set to zero. In the following computations, we set \(\varepsilon = 10^{-20}\) Also, for applications shown in the following and when nothing else is mentioned, we use the experimentally validated Manning-Chezy formulation [13] for the friction term:

\[
\mathcal{F}(U) = \left\{ \frac{0}{\nu^2 |h|^{1/3}} \right\}.
\]
corresponding to the choices $\kappa = n^2$ and $\eta = \frac{40}{3}$ in (3).

In some particular situations, it may be important to ensure that the flow may be arrested by large enough friction force but not be reversed by them. To ensure this property, a simple friction force limitation is proposed in [8]. This limitation has also been successfully applied in [23], together with a semi-implicit discretization of the friction source term. This limitation procedure can of course also be applied within our new approach, if needed.

5.1. Accuracy validation

This test is devoted to the analysis of the accuracy. We consider shallow-water equations with Manning-Chezy friction term (36). Adapting the relevant test case initially introduced by Xing and Shu [30], we use:

$$b(x) = \sin^2(\pi x),$$
$$h(x, 0) = 5 + \exp(\cos(2\pi x)),$$
$$hu(x, 0) = \sin(\cos(2\pi x)),$$

for topography, initial free surface and discharge. Periodic boundary conditions are used. Since the exact solution is not known explicitly for this case, we use the second order MUSCL scheme with $N = 25600$ points to compute a reference solution.

Computations are performed with the second order accurate scheme and Table 1 contains the $L^2$ errors and the corresponding orders of accuracy are shown on Figure 1. We clearly see that second order of accuracy is achieved, for both water height $h$ and discharge $hu$, on this particular test.

Lastly, Figure 2 shows time series of the $L^\infty$-norm for the discharge, for increasing values of $\kappa = n^2$, in order to highlight the good behavior of this new approach for large values of $\kappa$. We clearly observe that the discharge vanishes for any value of $\kappa$. In addition, higher values of $\kappa$ lead to a very rapid decreasing of the velocity in the whole domain, followed by an asymptotic regime. No numerical instabilities are observed for the larger values of $\kappa$. When $\kappa$ becomes very large, the system (1) degenerates into a p-Laplacian type equation. The scheme (34)-(35) was not designed to preserve this asymptotic regime. If necessary, such a property can be restored using the technique used in [5].

<table>
<thead>
<tr>
<th>Number of cells</th>
<th>$L^2$-error for $h$</th>
<th>$L^2$-error for $hu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>$3.87 \times 10^{-1}$</td>
<td>$6.98 \times 10^{-2}$</td>
</tr>
<tr>
<td>100</td>
<td>$1.37 \times 10^{-1}$</td>
<td>$2.38 \times 10^{-2}$</td>
</tr>
<tr>
<td>200</td>
<td>$4.01 \times 10^{-1}$</td>
<td>$7.08 \times 10^{-3}$</td>
</tr>
<tr>
<td>400</td>
<td>$1.17 \times 10^{-1}$</td>
<td>$2.04 \times 10^{-3}$</td>
</tr>
<tr>
<td>800</td>
<td>$3.03 \times 10^{-2}$</td>
<td>$5.48 \times 10^{-4}$</td>
</tr>
<tr>
<td>Order</td>
<td>1.9</td>
<td>1.9</td>
</tr>
</tbody>
</table>

Table 1: Test 1 - Convergence study: relative $L^2$-error table for conservative variables.
5.2. Moving boundary over quadratic bottom

In this test, we consider moving boundary forced flow, with time oscillating shoreline, over a quadratic bottom. An analytical solution is obtained in [27] for shallow water equations with linear friction term:

$$
\partial_t h + \partial_x hu = 0,
$$

$$
\partial_t hu + \partial_x (hu^2 + \frac{gh^2}{2}) = -\kappa hu,
$$

where $\kappa$ is assumed to be constant. For this particular linear friction source term, we have adapted the scheme (34)-(35) with $\eta = 0$ and $F^{hu} = \kappa hu$. This test involves time oscillations of a perturbed flow in a one-dimensional quadratic basin, involving a wet/dry interface. The free surface is always planar during the oscillations. Of course the displacement of the fluid from equilibrium gradually vanishes over time, due to friction and the solution converges towards a motionless steady state. Considering a 4320 m long computational domain, the topography is defined as follows

$$
b(x) = 1 - h_0 \left( \frac{x^2}{a} \right), \quad x \geq 0,
$$

and the flow is forced at the left boundary:

$$
h(t, 0) = \frac{a^2 B^2 e^{-st}}{8g^2 h_0} \left( -\kappa \sin(2st) + \left( \frac{k^2}{4} - s^2 \right) \cos(2st) \right) - \frac{B^2 e^{-st}}{4g},
$$

where $h_0$ and $a$ are constants. The analytical solution for the free surface is given by:

$$
h(t, x) = \frac{a^2 B^2 e^{-st}}{8g^2 h_0} \left( -\kappa \sin(2st) + \left( \frac{k^2}{4} - s^2 \right) \cos(2st) \right) - \frac{B^2 e^{-st}}{4g} \left[ \frac{e^{-\frac{s}{2}t}}{g} \left( B s \cos(st) + \frac{\kappa B}{2} \sin(st) \right) x, \right.
$$

$$
\left. \quad + \left( -\kappa \sin(2st) + \left( \frac{k^2}{4} - s^2 \right) \cos(2st) \right) \frac{h_0}{a^2} \left( -\kappa \sin(2st) + \left( \frac{k^2}{4} - s^2 \right) \cos(2st) \right) \frac{h_0}{a^2} \left( -\kappa \sin(2st) + \left( \frac{k^2}{4} - s^2 \right) \cos(2st) \right) \frac{h_0}{a^2} \right],
$$

with $s = \sqrt{p^2 - \kappa^2}$ and $p = \sqrt{8gh_0/a^2}$. The velocity is obtained with

$$
u(t) = Be^{-\frac{s}{2}} \sin(st).
$$

The location of the shoreline can be obtained with

$$
x = \frac{a^2 e^{-\frac{s}{2}t}}{2gh_0} \left( -B s \cos(st) - \frac{\kappa B}{2} \sin(st) \right) + a.
$$

We compare our MUSCL scheme with this solution. The chosen values are $h_0 = 10$ m, $a = 3000$ m, $\kappa = 0.001$ s$^{-1}$ and $B = 2$ m s$^{-1}$. Note that the period of the trigonometric terms in the motion is 1353 s. The initial velocity is 0 m s$^{-1}$. The computation is performed until $t = 10000$ s. The CFL is set to 0.8 and a regular mesh of 500 points, corresponding to $dx = 8.64$ m, is used to obtain free surface profiles at several time during the evolution, on Figure 3. Time series of the shoreline motion can also be observed on Figure 4. Numerical results and analytical solutions are in very close agreement and the convergence towards a motionless steady state is accurately computed.

<table>
<thead>
<tr>
<th>Number of cells</th>
<th>$L^2$-error for $h$</th>
<th>$L^2$-error for $hu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>3.77 $10^{-3}$</td>
<td>1.03 $10^{-2}$</td>
</tr>
<tr>
<td>100</td>
<td>1.82 $10^{-3}$</td>
<td>4.25 $10^{-3}$</td>
</tr>
<tr>
<td>200</td>
<td>7.49 $10^{-4}$</td>
<td>2.11 $10^{-3}$</td>
</tr>
<tr>
<td>400</td>
<td>3.18 $10^{-4}$</td>
<td>9.15 $10^{-4}$</td>
</tr>
<tr>
<td>800</td>
<td>1.33 $10^{-4}$</td>
<td>4.53 $10^{-4}$</td>
</tr>
<tr>
<td>Order</td>
<td>1.3</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 2: Test 2 - Convergence study: relative $L^2$-error table for conservative variables
free surface and velocity are given by (37)-(38) and the time-evolving locations of the 2 shorelines can be obtained with
\[ x = \frac{a^2 e^{-\frac{2}{gh_0}}}{2g} \left( -B s \cos(st) - \frac{k B}{2} \sin(st) \right) \pm a. \]

Again, we compare our second order accurate numerical scheme with these analytical solutions. The chosen values are \( h_0 = 10 \, \text{m}, a = 3000 \, \text{m}, \kappa = 0.001 \, \text{s}^{-1} \) and \( B = 5 \, \text{m.s}^{-1} \). The CFL is set to 0.8 and a regular mesh of 1000 points, corresponding to \( dx = 10 \, \text{m} \), is used. Free surface profiles at several times during the evolution are plotted on Figure 6. Again, we can observed that the curves corresponding respectively to numerical results and exact solutions are almost indistinguishable. To help quantifying numerical error, time series of \( L_2 \)-error for the water height are shown on Figure 7, until \( t = 10000 \, \text{s} \). We emphasize that the \( L_2 \)-error is clearly decreasing with respect to time.
Note this test case is also used in [23], with a classical semi-implicit discretization of the friction source term and a new well-balanced discretization for the topography source term, allowing some comparisons between the two approaches.

5.4. Periodic subcritical flow

In this test, we consider a subsonic solution for the shallow water equations with a Manning-Chezy friction term (36). The purposes of this test are manifold. First, we want to assess the ability of this new scheme to converge toward a steady state. In the meantime, we want to show that our approach leads to robust computations, even when considering source terms (3) that become very stiff as the water height vanishes. Considering a classical fractional step approach for the discretization of such friction terms, some numerical tricks have to be introduced to allow robust computations [23], as the source term grows very rapidly when \( h \) vanishes. Also, it is shown in [11] that more recent well-balanced approaches [6] can lead to spurious oscillations near the wet/dry interfaces.

In this test, following the lines of [24] and [12, 11], a reference solution can be obtained for steady state flows over varying topographies. Considering a 5000 m long computational domain, the steady state for the free surface considered here is given by:

\[
h_{\text{ref}}(x) = \frac{9}{8} + \frac{1}{4} \sin\left(\frac{\pi x}{500}\right),
\]

and we compute the corresponding topography profile with a high order iterative method [11]. The reference solutions used here are computed with 5000 cells. The steady discharge is constant on the whole domain and equal to 2 m.s\(^{-1}\). Since the flow is subcritical both upstream and downstream, a discharge of 2 m.s\(^{-1}\) is imposed at the left inlet boundary, while the water height is forced to \( h_{\text{ref}}(5000) \) at the right outlet boundary. The initial free surface is set to zero on the whole domain. During the transient part, we observe on Figure 8 the flooding of the whole domain. We observe very robust computations of the wet/dry front motions.

We show on Figure 9 the steady state water free surface at \( t = 5000 \) s. In these computations, the CFL is set to 0.8, we use 400 points and the Manning friction coefficient is \( n = 0.03 \). We observe very close agreement between numerical results and the reference solution.

5.5. Subcritical flow

This test is very similar to the previous one. We consider a subcritical flow with a Manning-Chezy friction term (36). The purpose of this test is to perform qualitative comparisons with numerical results shown in [8]. As in the previous test, a reference solution can be obtained for steady state flows over varying topographies [24]. Considering a 150 m long computational domain, the steady state for the free surface considered here is given by:

\[
h_{\text{ref}}(x) = 0.8 + \frac{1}{4} \exp\left[-\frac{135}{4} \left(\frac{x - 75}{150}\right)^2\right],
\]

and we compute the corresponding topography profile with a high order iterative method [11]. The reference solutions used here are computed with 5000 cells. The steady discharge is constant on the whole domain and equal to 2 m.s\(^{-1}\). Since the flow is subcritical both upstream and downstream, a discharge of 2 m.s\(^{-1}\) is imposed at the left inlet boundary, while the water height is forced to \( h_{\text{ref}}(150) \) at the right outlet boundary. The initial free surface is set to zero on the whole domain. During the transient part, we observe on Figure 8 the flooding of the whole domain. We observe very robust computations of the wet/dry front motions.

We show on Figure 9 the steady state water free surface at \( t = 1500 \) s. In these computations, the CFL is set to 0.8, we use 400 points and the Manning friction coefficient is \( n = 0.03 \). We observe very close agreement between numerical results and the reference solution.
and we compute the corresponding topography as in §5.4. The steady discharge is constant on the whole domain and equal to 2 \( m.s^{-1} \). Since the flow is subcritical both upstream and downstream, a discharge of 2 \( m.s^{-1} \) is imposed at the left inlet boundary, while the water height is forced to \( h_{\text{ref}}(150) \) at the right outlet boundary. The initial free surface is set to zero on the whole domain. The steady state configuration is shown on Figure 10. We show respectively on Figure 11 and 12 the comparison between numerical results and reference solutions for the steady state water height and discharge. In these computations, the CFL is set to 0.8, we use 50 points and the Manning friction coefficient is set to \( n = 0.03 \). We observe very close agreement between numerical results and the reference solution, with tiny oscillations around the steady state discharge. Let us remark that that the hydrostatic reconstruction used here is not explicitly designed to exactly preserve steady state with non-zero velocity. However, we obtained very satisfying results in the approximation of the steady discharge \( hu = 2 \ m.s^{-1} \).

### Figure 10: Test 5 - Subcritical flow: water free surface and topography at steady state with \( n = 0.03 \).

### Figure 11: Test 5 - Subcritical flow: water height profile at steady state with \( n = 0.03 \).

5.6. Transcritical flow with shock

In this last test, we consider a transcritical flow with a stationary shock, for shallow water equations (36). Indeed, considering the steady state, the initial subcritical flow rapidly becomes super-critical, before coming back to a sub-critical evolution through a shock wave. We consider a 100 \( m \) long computational domain and following [11], the steady free surface is defined by

\[
h_{\text{ref}} = \begin{cases} \left(\frac{2}{3}\right)^{1/3} \left(\frac{4}{3} - \frac{1}{100}\right) - \frac{\alpha_4}{1000} \left(\frac{4}{3} - \frac{1}{3}\right), & \text{if } 0 \leq x \leq \frac{200}{3} \ m, \\ \left(\frac{2}{3}\right)^{1/3} \left(\frac{4}{3} - \frac{1}{3}\right) + \alpha_3 \left(\frac{4}{100} - \frac{1}{3}\right)^3 - \alpha_2 \left(\frac{4}{3} - \frac{1}{3}\right)^2 + \alpha_1 \left(\frac{4}{100} - \frac{1}{3}\right) + \alpha_0), & \text{if } \frac{200}{3} < x \leq 100 \ m, \end{cases}
\]

with \( \alpha_0 = 1.4305, \alpha_1 = 14.492, \alpha_2 = 21.7112 \) and \( \alpha_3 = \alpha_4 = 0.674202 \). The corresponding topography is computed as in §5.4, and the steady discharge is 2 \( m.s^{-1} \). Again, the initial free surface and discharge are set to zero on the whole domain, a discharge of 2 \( m.s^{-1} \) is imposed at the left inlet boundary, while the water height is forced to \( h_{\text{ref}}(100) \). The CFL is set to 0.8, we use 600 points (\( dx = 0.166 \ m \)) and the Manning friction coefficient is set to \( n = 0.0328 \). Note that the number of cells is chosen to ensure an accurate computation of the shock location.

We can clearly see on Figure 13 that the flow accurately converges towards the steady state and that the shock location is accurately computed. The numerical results concerning the discharge are similar to those shown on Figure 12.
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Figure 13: Test 6 - Subcritical flow over a bump: water free surface at steady state, with $n = 0.0328$. 


