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Abstract

We establish global hypoelliptic estimates for linear Landau-type operators. Linear Landau-type equations are a class of inhomogeneous kinetic equations with anisotropic diffusion whose study is motivated by the linearization of the Landau equation near the Maxwellian distribution. By introducing a microlocal method by multiplier which can be adapted to various linear inhomogeneous kinetic equations, we establish for linear Landau-type operators optimal global hypoelliptic estimates with loss of $4/3$ derivatives in a Sobolev scale which is exactly related to the anisotropy of the diffusion.

Résumé

Nous établissons des estimations hypoelliptiques globales pour des opérateurs de type Landau linéaires. Les équations de type Landau linéaires sont des équations cinétiques inhomogènes avec une diffusion anisotropique, dont l'étude est motivée par la linéarisation de l'équation de Landau près d'une Maxwellienne. En utilisant une méthode de multiplicateur, qui peut s'appliquer à d'autres équations cinétiques linéaires inhomogènes, nous établissons une estimation globale optimale de type hypoelliptique avec perte de $4/3$ de dérivées dans une échelle de Sobolev exactement liée à l'anisotropie de la diffusion.
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1. Introduction

An important problem in the theory of kinetic equations is concerned with studying the regularization properties of diffusive equations; and the derivation of sharp regularity estimates for their solutions. Among these equations are Fokker-Planck equations, Landau equations or Boltzmann equations without cut-off, either homogeneous or inhomogeneous.
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Regarding the inhomogeneous case, that is, those kinetic equations describing the system evolution both in space and velocity variables, the analysis of these regularization phenomena is non-trivial, since diffusion generally occurs only in the velocity variable but not in the space one. In this sense, these equations can be considered as degenerate. Nevertheless, the regularization process in both space and velocity variables may still occur. This phenomenon essentially due to non-trivial interactions between the diffusive and transport parts of these equations, and known as hypoellipticity; is currently a very active domain of research in kinetic theory. We refer the reader to the series of recent works [1], [2], [4], [7], [12], [13], [23], [24], [28], which all highlight specific non-trivial mixing interactions between diffusion and transport leading to hypoellipticity in both space and velocity variables.

In the present work, we study the hypoellipticity of a particular class of inhomogeneous kinetic equations whose study is motivated by the linearization of the Landau equation near the Maxwellian distribution (see the end of this introduction).

We consider the class of linear Landau-type operators

\[ P = iv \cdot D_x + D_v \cdot \lambda(v)D_v + (v \wedge D_v) \cdot \mu(v)(v \wedge D_v) + F(v), \quad x, v \in \mathbb{R}^3, \]  

that is

\[
P = i \sum_{j=1}^{3} v_j D_{x_j} + \sum_{j=1}^{3} D_{v_j} \lambda(v) D_{v_j} + (v_2 D_{v_3} - v_3 D_{v_2}) \mu(v)(v_2 D_{v_3} - v_3 D_{v_2}) \\
+ (v_3 D_{v_1} - v_1 D_{v_3}) \mu(v)(v_3 D_{v_1} - v_1 D_{v_3}) + (v_1 D_{v_2} - v_2 D_{v_1}) \mu(v)(v_1 D_{v_2} - v_2 D_{v_1}) + F(v),
\]

with \( D_x = i^{-1} \partial_x, \ D_v = i^{-1} \partial_v \) and \( \gamma \in [-3, 1] \). The diffusion is given by smooth positive functions \( \lambda, \mu \) and \( F \) satisfying for all \( \alpha \in \mathbb{N}^3 \),

\[
\exists C_\alpha > 0, \forall v \in \mathbb{R}^3, \quad |\partial^\alpha_v \lambda(v)| + |\partial^\alpha_v \mu(v)| \leq C_\alpha \langle v \rangle^{\gamma-|\alpha|}, \quad |\partial^m_v F(v)| \leq C_\alpha \langle v \rangle^{\gamma+2-|\alpha|}; \tag{2}
\]

and

\[
\exists C > 0, \forall v \in \mathbb{R}^3, \quad \lambda(v) \geq C \langle v \rangle^\gamma, \quad \mu(v) \geq C \langle v \rangle^\gamma, \quad F(v) \geq C \langle v \rangle^{\gamma+2}; \tag{3}
\]

with \( \langle v \rangle = (1 + |v|^2)^{\frac{1}{2}} \). Linear Landau-type operators are formally accretive operators

\[
\text{Re} \langle Pu, u \rangle_{L^2} = \| \lambda(v)^{\frac{1}{2}} D_v u \|_{L^2}^2 + \| \mu(v)^{\frac{1}{2}} (v \wedge D_v) u \|_{L^2}^2 + \| F(v)^{\frac{1}{2}} u \|_{L^2}^2 \geq 0, \quad u \in \mathcal{S}(\mathbb{R}^6_{x,v}), \tag{4}
\]

with an anisotropic diffusion due to the presence of the cross product term \( v \wedge D_v \). Denoting \( (\xi, \eta) \) the dual variables of \( (x, v) \), we notice that the diffusion only occurs in the variables \( (v, \eta) \), but not in the other directions; and that the cross product term \( v \wedge D_v \) improves this diffusion in specific directions of the phase space where the variables \( v \) and \( \eta \) are orthogonal. In this work, we aim at proving that linear Landau-type operators are actually hypoelliptic despite this lack of diffusion in the spatial derivative \( D_x \). More specifically, we shall be concerned in proving optimal global hypoelliptic estimates in a specific Sobolev scale in both spatial and velocity derivatives whose structure is exactly related to the anisotropy of the diffusion.

The main result of this article is given by the following global anisotropic hypoelliptic estimate with loss of 4/3 derivatives:
Theorem 1.1. Let $P$ be the linear Landau-type operator defined in (1). Then, there exists a positive constant $C > 0$ such that for all $u \in \mathcal{S}(\mathbb{R}^n_{x,v})$,
\[
\|\langle v \rangle^{\gamma+2}u\|^2_{L^2} + \|\langle v \rangle^{\gamma}D_v^2u\|^2_{L^2} + \|\langle v \rangle^{\gamma}|v \wedge D_v|^2u\|^2_{L^2} + \|\langle v \rangle^{\gamma/3}|v \wedge D_x|^{2/3}u\|^2_{L^2} \leq C\|Pu\|^2_{L^2} + \|u\|^2_{L^2},
\]
where the notation $\| \cdot \|_{L^2}$ stands for the $L^2(\mathbb{R}^n_{x,v})$-norm.

We begin by noticing that the terms controlled in this global hypoelliptic estimate are sharp and have an anisotropic structure similar to the diffusion term. More specifically, as in the diffusion term, the presence of the two cross products $v \wedge D_v$ and $v \wedge D_x$ in
\[
\|\langle v \rangle^{\gamma}v \wedge D_v|^2u\|^2_{L^2} + \|\langle v \rangle^{\gamma/3}|v \wedge D_x|^{2/3}u\|^2_{L^2},
\]
improves the regularity estimates provided by the terms
\[
\|\langle v \rangle^{\gamma}D_v^2u\|^2_{L^2} + \|\langle v \rangle^{\gamma/3}|D_x|^{2/3}u\|^2_{L^2},
\]
in the specific directions of the phase space where either, $v$ and $D_v$, or $v$ and $D_x$ are orthogonal. The anisotropy and the different indices appearing in the estimate (5) are optimal. Notice indeed that this hypoelliptic estimate splits up into two parts. The first part of the estimate
\[
\|\langle v \rangle^{\gamma+2}u\|^2_{L^2} + \|\langle v \rangle^{\gamma}D_v^2u\|^2_{L^2} + \|\langle v \rangle^{\gamma}|v \wedge D_v|^2u\|^2_{L^2} \leq C\|\|Pu\|^2_{L^2} + \|u\|^2_{L^2},
\]
is purely provided by the diffusion term of the linear Landau-type operator; and we notice from (3) that the left-hand-side of (6) has exactly the same anisotropic structure and asymptotic growth as the diffusion term
\[D_v, \lambda(v)D_v + (v \wedge D_v), \mu(v)(v \wedge D_v) + F(v).\]
It follows that this first part of the estimate is obviously optimal. On the other hand, the most interesting result in Theorem 1.1 is the anisotropic regularity estimate in the spatial derivative $D_x$,
\[
\|\langle v \rangle^{\gamma/3}|D_x|^{2/3}u\|^2_{L^2} + \|\langle v \rangle^{\gamma/3}|v \wedge D_x|^{2/3}u\|^2_{L^2} \leq C\|\|Pu\|^2_{L^2} + \|u\|^2_{L^2}.
\]
This second estimate is also optimal in term of the index $2/3$ appearing in the left-hand-side of (7). Indeed, the optimality of this index $2/3$ is suggested by general results about microlocal hypoellipticity with optimal loss of derivatives established in [3] (Corollary 1.3) or [10]. Let us recall the general result about microlocal hypoellipticity proved by P. Bolley, J. Camus and J. Nourrigat in [3] (Theorem 1.1 and Corollary 1.3): Let $(A_j)_{1 \leq j \leq l}$ be a system of properly supported classical pseudodifferential operators $(\rho = 1, \delta = 0)$ on an open subset $\Omega$ of $\mathbb{R}^n$ of arbitrary real orders $m_1, \ldots, m_l$. Suppose that $A_j - A_j^* \neq 0$ for all $1 \leq j \leq l$. Let $(x_0, \xi_0) \in T^*\Omega \setminus \{0\}$ be such that there is a commutator of length $r, Y = (ad A_{i_1}) \cdots (ad A_{i_{r-1}})A_{i_r}$, which is elliptic of order $m_{i_1} + \cdots + m_{i_r} - r + 1$ at $(x_0, \xi_0)$. Then the following implication holds for all $s \in \mathbb{R}$: If $u \in \mathcal{D}'(\Omega)$ and $A_j u \in H^{s-m_j}(x_0, \xi_0)$, $j = 1, \ldots, l$, then $u \in H^{s-1+1/r}(x_0, \xi_0)$. As a corollary, one obtains that if all the $m_j$ are equal then $\Sigma_j A_j^* A_j$ is hypoelliptic at $(x_0, \xi_0)$ with loss of $2(1 - r^{-1})$ derivatives. When each $A_j$ is a real vector field, this is a microlocal version of the celebrated theorem by L. Hörmander on the hypoellipticity of “sums of squares” proved in [15]. A simpler...
proof of Hörmander Theorem, but with less precise information on the loss of derivatives, was given by J.J. Kohn in [17], whereas optimal estimates for the loss of derivatives were obtained, in the case of real vector fields, by L.P. Rothschild and E.M. Stein in [26]. Linear Landau-type operators are non-selfadjoint operators for which these general results of hypoellipticity does not apply. However, as mentioned above, hypoellipticity for linear Landau-type operators will be derived from non-trivial mixing interactions between their diffusion and transport parts. More specifically, hypoellipticity for linear Landau-type operators will come from the ellipticity of commutators of length 3 of their diffusion and transport parts. This explains that the optimal loss of derivatives expected in this case is $2(1 - 1/3) = 4/3$, and that the order 2 associated to the diffusion term and the regularity estimate with respect to the velocity derivative $D_v$ must be substituted by an order $2 - 4/3 = 2/3$ in the regularity estimate with respect to the spatial derivative $D_x$. Regarding now the anisotropic structure of the term appearing in the left-hand-side of the estimate (7), this structure will directly come from the explicit expression of the Poisson brackets associated to these elliptic commutators of length 3.

Kohn’s method is the simplest and most flexible way for proving hypoellipticity. However, it does not provide the optimal loss of derivatives. In order to obtain the optimal loss of derivatives, more subtle microlocal and geometric methods are needed. In this work, we shall present a general method by multiplier which allows to prove hypoellipticity with optimal loss of 4/3 derivatives. This method has been first introduced by F. Hérau, J. Sjöstrand and C. Stolk in their work on the Fokker-Planck equation [14]. This approach has then been extended in a specific case [25] by the second author to get optimal hypoelliptic estimates with loss of $2(1 - (2k + 1)^{-1})$, $k \in \mathbb{N}$, derivatives. Because this method is very general and that it can be adapted to various hypoelliptic kinetic equations, we aim here at giving an extensive presentation of this approach. In order to do so, we shall first apply this method (Section 2) to recover the well-known hypoellipticity with loss of 4/3 derivatives for the Fokker-Planck operator without external potential

$$P = iv.D_x + D_v^2 + v^2.$$ 

This example of the Fokker-Planck operator will allow to present the principles of this multiplier method in a simplified setting where there is a good symbolic calculus. In a second step, we shall then consider linear Landau-type operators and prove Theorem 1.1 (Section 3). We will see that this general multiplier method is sharp enough to handle anisotropic classes of symbols. However, because of this anisotropy, we will have to deal with gainless symbolic calculus. As a consequence, the implementation of this method in the case of linear Landau-type operators will be more complex and will require the use of more advanced microlocal analysis. In order to handle this setting with gainless symbolic calculus, we shall use some elements of Wick calculus developed by N. Lerner in [19]. For convenience of reading, the main features and the definition of Wick calculus is recalled in a short self-contained presentation given in appendix (Section 4).

Finally, we shall end this introduction by giving few elements of explanations about the motivation for studying this class of linear Landau-type operators. Linear Landau-type equations are a class of inhomogeneous kinetic equations whose study is motivated by the linearization of the Landau equation. Details about the Landau equation may be found in the works by Y. Guo [11], C. Mouhot and L. Neumann [21], or C. Villani [27]. Refined coercive estimates are established in [8], [18] and [22], providing better lower bounds than (4). In particular, explicit formulas for the coercivity constants were given in [22]. Let us mention that those estimates are important for the study of the system close to its equilibrium, in particular for proving existence results in a perturbative setting or studying its trend to equilibrium.
About the model studied here, we recall that the Landau equation reads as the evolution equation of the density of particles

\[ \begin{aligned}
\partial_t f + v \cdot \nabla_x f &= Q_L(f, f), \\
 f|_{t=0} &= f_0
\end{aligned} \tag{8} \]

where \( Q_L \) is the so-called Landau collision operator

\[ Q_L(f, f) = \nabla_v \cdot \left( \int_{\mathbb{R}^3} A(v - v_*) (f(v_*) f(v) - f(v)(\nabla_v f)(v_*)) dv_* \right). \tag{9} \]

Here, \( A(z) \) is a symmetric nonnegative matrix depending on a parameter \( z \in \mathbb{R}^3 \),

\[ A(z) = |z|^2 \Phi(|z|) P(z), \]

with \( \Phi(|z|) = |z|^\gamma \) and \( \gamma \in [-3, 1] \); which is proportional to \( P \) the orthogonal projection onto \( z^\perp \),

\[ P(z) = \text{Id} - \frac{1}{|z|^2} z z^\perp, \]

matrix whose entries are

\[ (P(z))_{i,j} = \delta_{i,j} - \frac{z_i z_j}{|z|^2}, \quad 1 \leq i, j \leq 3. \]

The original Landau collision operator describing collisions among charged particles interacting with Coulombic force and introduced by Landau in 1936, corresponds to the case \( \gamma = -3 \). As in the Boltzmann equation, it is well-known that Maxwellians are steady states to the Landau equation

\[ M(x, v) = \left( \frac{2\pi}{\gamma} \right)^{-3/2} e^{-|v|^2/2}. \tag{10} \]

Following the standard procedure described in [11] or [21], we linearize the Landau equation around \( M \) by posing

\[ f = M + \sqrt{M} u, \]

and one can check that after linearization the Landau equation for the perturbation \( u(t, x, v) \) now reads as

\[ \partial_t u + iv D_x u - Lu = 0, \tag{11} \]

with \( D_x = i^{-1} \partial_x \). The transport part of the equation \( iv D_x \) is unchanged, whereas one can prove that the operator \( L \) may write as

\[ L = L_* - D_x A(v) D_v - F(v), \tag{12} \]

with \( F \) a positive smooth function satisfying the estimates (2) and (3). Here, the operator \( L_* \) is a convolution-type term bounded on \( L^2 \), which only has a (big) influence on the lower part of the spectrum of the operator \( iv D_x - L \), whereas the other term

\[ A(v) = (A * M)(v), \tag{13} \]

inherits the properties of the projection \( P \). More specifically, for each vector \( v \in \mathbb{R}^3 \), the matrix \( A(v) \) is symmetric with a simple eigenvalue \( \lambda(v) \) associated to the eigenvector \( v \); and a double eigenvalue \( \lambda_\perp(v) \) associated to the eigenspace \( v^\perp \); which satisfy the estimates

\[ \forall \alpha \in \mathbb{N}^3, \exists C_\alpha > 0, \forall v \in \mathbb{R}^3, \quad |\partial_\alpha v \lambda(v)| \leq C_\alpha \langle v \rangle^{\gamma - |\alpha|}, \quad |\partial_\alpha v \lambda_\perp(v)| \leq C_\alpha \langle v \rangle^{\gamma + 2 - |\alpha|}, \]

where \( \langle v \rangle = (1 + |v|^2)^{1/2} \).
giving rise to the anisotropy of the diffusion. Up to a bounded operator, this explains why the linearization of the Landau equation essentially reduces to the study of a linear Landau-type operator

\[ P = iv.D_x + D_v.\lambda(v)D_v + (v \wedge D_v).\mu(v)(v \wedge D_v) + F(v), \]

with \( \mu(v) \sim \frac{\lambda(v)}{(v^4)} \); and a perhaps slightly modified function \( \lambda^2(v) \) so that the estimates (3) hold. This motivates the present work on the hypoellipticity of these operators.

2. Optimal hypoelliptic estimate for the Fokker-Planck operator

As mentioned in the introduction, we shall first consider the case of the Fokker-Planck operator without external potential

\[ P = iv.D_x + D^2_v + v^2, \quad x, v \in \mathbb{R}^n; \tag{14} \]

which provides a neat setting for explaining the principles of the general method we shall use later on for proving the hypoellipticity of linear Landau-type operators.

More specifically, we aim in this section at recovering the following well-known optimal hypoelliptic estimate with loss of \( \frac{4}{3} \) derivatives:

**Proposition 2.1.** Let \( P \) be the Fokker-Planck operator defined in (14). Then, there exists a positive constant \( C > 0 \) such that for all \( u \in \mathcal{S}(\mathbb{R}^{2n}_{x,v}) \),

\[ \|\langle D_x \rangle^{2/3}u\|_{L^2} + \|\langle v \rangle^2u\|_{L^2} + \|\langle D_v \rangle^2u\|_{L^2} \leq C(\|Pu\|_{L^2} + \|u\|_{L^2}), \]

where the notation \( \| \cdot \|_{L^2} \) stands for the \( L^2(\mathbb{R}^{2n}_{x,v}) \)-norm.

This result of hypoellipticity is essentially contained in [14] (Sections 2, 8 and 9); and we shall use this example of the Fokker-Planck operator as a model to illustrate in a simplified setting with good symbolic calculus a general method for proving optimal hypoelliptic estimates with loss of \( \frac{4}{3} \) derivatives. This microlocal method by multiplier can be adapted to various hypoelliptic kinetic equations; and as we shall see with linear Landau-type operators, it turns out to be sharp enough to handle anisotropic classes of symbols, even if in the latter case we shall have to deal with gainless symbolic calculus.

Coming back from now to the Fokker-Planck operator, we begin by performing a partial Fourier transform in the \( x \) variable; and notice that one may reduce our study on the Fourier side to the analysis of the operator

\[ P = iv.\xi + D^2_v + v^2 = iv.\xi + \sum_{j=1}^n D^2_{v_j} + \sum_{j=1}^n v_j^2, \quad v, \xi \in \mathbb{R}^n; \]

depending on the parameter \( \xi \). In this section, we shall therefore consider Weyl quantizations of symbols only in the velocity variable \( v \) and its dual variable \( \eta \); but not in the variable \( \xi \), which will be considered here as a parameter

\[ (a^w u)(v) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^{2n}} e^{i(v-\tilde{v}).\eta} a\left(\frac{v + \tilde{v}}{2}, \eta\right) u(\tilde{v})d\tilde{v}d\eta. \tag{15} \]
The Weyl symbol of the Fokker-Planck operator is then given by
\[ p = iv \cdot \xi + |\eta|^2 + |v|^2, \]
where \(| \cdot |\) stands for the Euclidean norm on \( \mathbb{R}^n \). Defining the symbol
\[ \lambda = (1 + |\eta|^2 + |v|^2 + |\xi|^2)^{\frac{1}{2}}, \] (16)
we shall see that Proposition 2.1 easily follows from the key hypoelliptic estimate
\[ \| (\lambda^{2/3})^w u \|_{L^2}^2 \lesssim \| Pu \|_{L^2}^2 + \| u \|_{L^2}^2. \] (17)

In order to explain how one can derive such an hypoelliptic estimate and justify the choice of multiplier introduced below, we first notice that the diffusive part of the Fokker-Planck operator gives a trivial control in the variables \((v, \eta)\). Indeed, this control is just a consequence of the ellipticity of the real part of the symbol \( \text{Re} p = |\eta|^2 + |v|^2 \), in these variables. The main point in the estimate (17) is then to get a control of the term \(|\xi|^2/3\).

Notice that this control cannot be derived from the ellipticity of the symbol \( p \); and that we will need to consider the following iterated commutator
\[ [(\text{Im} p)^w, [(\text{Re} p)^w, (\text{Im} p)^w]], \]
where \( \text{Re} p \) and \( \text{Im} p \) stand for the real and imaginary parts of the symbol \( p \); in order to get some ellipticity in the parameter \( \xi \). Indeed, usual symbolic calculus (see Theorem 18.5.4 in [16]) or a direct computation shows that the Weyl symbol of this iterated commutator is exactly given by the iterated Poisson brackets
\[ -(\text{Im} p, \{ \text{Re} p, \text{Im} p \}) = \{ \text{Im} p, \{ \text{Im} p, \text{Re} p \} \} = 2|\xi|^2. \]

The Poisson bracket of two symbols \( a \) and \( b \) is defined as
\[ \{ a, b \} = H_a b = \frac{\partial a}{\partial \eta} \cdot \frac{\partial b}{\partial v} - \frac{\partial a}{\partial v} \cdot \frac{\partial b}{\partial \eta}, \]
where \( H_a \) stands for the Hamilton vector field of \( a \),
\[ H_a = \frac{\partial a}{\partial \eta} \cdot \frac{\partial}{\partial v} - \frac{\partial a}{\partial v} \cdot \frac{\partial}{\partial \eta}. \]

Notice that we shall need the ellipticity of this iterated commutator only in the region of the phase space where \(|\eta|^2 + |v|^2 \lesssim \lambda^{2/3}\); since one can directly rely on the real part of the symbol \( p \) in the region where \(|\eta|^2 + |v|^2 \gtrsim \lambda^{2/3}\). This informal discussion accounts for the following choice of symbol multiplier. Let \( \psi \) be a \( C^\infty_0(\mathbb{R}, [0, 1]) \) function such that
\[ \psi = 1 \text{ on } [-1, 1], \text{ and supp } \psi \subset [-2, 2]. \] (18)

We define the real-valued symbol
\[ g = \frac{-\xi \cdot \eta}{\lambda^{4/3}} \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right), \] (19)
where the function $\lambda$ is defined in (16). The cutoff function $\psi$ allows to localize the symbol multiplier in the region of the phase space where we need the ellipticity of the iterated commutator

$$[(\text{Im } p)^w, [(\text{Re } p)^w, (\text{Im } p)^w]].$$

It is essential to localize the symbol multiplier exactly in this region if we want to get the optimal loss of derivatives in the hypoelliptic estimate (17). Notice that the term $\xi.\eta$ appearing in the expression of the symbol $g$ will play an essential rôle in the following. Up to a factor 2, it is actually equal to the symbol

$$H_{\text{Rep}} \text{Im } p = \{\text{Re } p, \text{Im } p\} = 2\xi.\eta.$$

As we shall see below, this term will make appear the elliptic symbol of the iterated commutator

$$-H_{\text{Imp}}^2 H_{\text{Rep}} \text{Im } p = H_{\text{Imp}}^2 \text{Re } p = 2|\xi|^2;$$

whereas the factor $\lambda^{4/3}$ appearing in (19) will ensure that the symbol $g$ defines a bounded operator on $L^2$. Following the usual notations introduced by L. Hörmander in [16] (Chapter 18), see also [20]; we consider the metric

$$\Gamma = dv^2 + d\eta^2 M,$$

with

$$M = 1 + |v|^2 + |\eta|^2 + \lambda^{2/3};$$

(20)

and the classes of symbols $S(m, \Gamma)$ associated to order functions $m$, that is, the class of all functions $a \in C^\infty(\mathbb{R}^{2n}, \mathbb{C})$ possibly depending on the parameter $\xi$; and satisfying

$$\forall \alpha \in \mathbb{N}^{2n}, \exists C_\alpha > 0, \forall (v, \eta, \xi) \in \mathbb{R}^{2n}, |\partial_\alpha a(v, \eta, \xi)| \leq C_\alpha m(v, \eta, \xi) M(v, \eta, \xi)^{-|\alpha|/2}.$$

It is easy to check that this metric $\Gamma$ is admissible (slowly varying, satisfying the uncertainty principle and temperate) with gain

$$\lambda(\Gamma) = \inf_{T \neq 0} \left(\frac{\Gamma_X(T)}{\Gamma_X(T)}\right)^{1/2} = M(X), \ X = (v, \eta, \xi);$$

(21)

for symbolic calculus in the symbol classes $S(m, \Gamma)$. We refer to [16] or [20] for extensive presentations of symbolic calculus. We begin by proving the following symbolic estimates:

**Lemma 2.2.** For any $m \in \mathbb{R}$, the following symbols belong to their respective symbol classes

i) $\langle \xi \rangle^m \in S(\lambda^m, \Gamma)$; ii) $\lambda^m \in S(\lambda^m, \Gamma)$; iii) $\psi \left(\frac{|\eta|^2 + |v|^2}{\lambda^{2/3}}\right) \in S(1, \Gamma)$;

iv) $g \in S(1, \Gamma)$; v) $\text{Re } p \in S(M, \Gamma)$;

uniformly with respect to the parameter $\xi \in \mathbb{R}^n$. 
Proof. The assertion $i$) is obvious since the term $\langle \xi \rangle^m$ is independent of the variables $(v, \eta)$. By using the writing convention

$$f(X) \lesssim g(X),$$

with $X \in \mathbb{R}^d$; for the existence of a positive function $C > 0$ such that the estimate

$$f(X) \leq Cg(X),$$

holds for all $X \in \mathbb{R}^d$; we easily notice from (16) and (20) that for all $\alpha \in \mathbb{N}^{2n}$, we have

$$|\partial_x^\alpha (\lambda^m)| \lesssim \lambda^{m-|\alpha|} \lesssim \lambda^m M^{-|\alpha|/2},$$

uniformly with respect to the parameter $\xi \in \mathbb{R}^n$; since the estimate $M^{1/2} \lesssim \lambda$ holds uniformly with respect to $\xi$. This proves assertion $ii$). Regarding assertion $iii$), we first notice that on the support of the function

$$\psi \left( \frac{||\eta||^2 + |v|^2}{\lambda^{2/3}} \right),$$

the estimate $||\eta||^2 + |v|^2 \lesssim \lambda^{2/3}$ implies that

$$M^{1/2} \sim \lambda^{1/3}$$

and

$$|\partial_x^\alpha (||\eta||^2 + |v|^2)| \lesssim \begin{cases} \lambda^{2/3} & \text{when } |\alpha| = 0, \\ \lambda^{1/3} & \text{when } |\alpha| = 1, \\ 1 & \text{when } |\alpha| = 2, \\ 0 & \text{when } |\alpha| \geq 3. \end{cases}$$

Assertion $iii$) then directly follows assertion from $ii$). We next notice that on the support of the function

$$\psi \left( \frac{||\xi||^2 + |\eta|^2}{\lambda^{2/3}} \right),$$

the estimate $||\xi|| \leq ||\eta|| \lesssim \lambda^{4/3}$ implies that

$$|\partial_x^\alpha (||\xi|| \cdot ||\eta||)| \lesssim \begin{cases} \lambda^{4/3} & \text{when } |\alpha| = 0, \\ \lambda & \text{when } |\alpha| = 1, \\ 0 & \text{when } |\alpha| \geq 2. \end{cases}$$

Recalling that in this region $M^{1/2} \sim \lambda^{1/3}$, assertion $iv$) is then a direct consequence of assertions $ii$) and $iii$); whereas assertion $v$) is trivial.

Next Lemma shows that up to controlled terms and a weight factor $\lambda^{4/3}$, the Poisson bracket

$$H_{\text{Imp}} g = \{ \text{Im} \, p, g \},$$

makes appear the elliptic symbol of the iterated commutator

$$-H_{\text{Imp}} H_{\text{Rep}} \text{ Im} \, p = H_{\text{Imp}}^2 \text{ Re} \, p = 2 |\xi|^2,$$

in the region of the phase space where $||\eta||^2 + |v|^2 \lesssim \lambda^{2/3}$.  
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Lemma 2.3. We have
\[ H_{\text{Impg}} = \frac{|\xi|^2}{\lambda^{4/3}} \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right) + r, \]
with a remainder \( r \) belonging to both symbol classes \( S(|\eta|^2 + |v|^2, \Gamma) \) and \( S(M, \Gamma) \), uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \).

Proof. Recalling the definition (19), an explicit computation of the Poisson bracket
\[ H_{\text{Impg}} = \{ \text{Impg}, g \} = \{ \xi.v, g \}, \]
gives that
\[ \{ \xi.v, g \} = -\xi \cdot \frac{\partial g}{\partial \eta} = \frac{|\xi|^2}{\lambda^{4/3}} \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right) + r \quad (23) \]
with
\[ r = (\xi.\eta)(\xi.\partial_\eta(\lambda^{-4/3})) \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right) + \xi.\eta \lambda^{4/3}(\xi.\partial_\eta) \left[ \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right) \right]. \quad (24) \]
Recalling that \( M^{1/2} \sim \lambda^{1/3} \) on the support of the function
\[ \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right), \]
we then notice from Lemma 2.2 and (22) that the term
\[ (\xi.\eta)(\xi.\partial_\eta(\lambda^{-4/3})) \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right) = -\frac{4}{3}(\xi.\eta)^2 \lambda^{-10/3} \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right) \in S(\lambda^{-2/3}, \Gamma) \]
and
\[ \xi.\eta \lambda^{4/3}(\xi.\partial_\eta) \left[ \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right) \right] \in S(\lambda^{2/3}, \Gamma), \]
since \( \xi \in S(\lambda, \Gamma) \). By using now that
\[ |\eta|^2 + |v|^2 \sim \lambda^{2/3}, \]
on the support of the function
\[ \psi' \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right), \]
we deduce that
\[ (\xi.\eta)(\xi.\partial_\eta(\lambda^{-4/3})) \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right) \in S(1, \Gamma) \]
and
\[ \xi.\eta \lambda^{4/3}(\xi.\partial_\eta) \left[ \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right) \right] \in S(|\eta|^2 + |v|^2, \Gamma), \]
uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \). Recalling that \( |\eta|^2 + |v|^2 \leq M \), we finally obtain that the remainder \( r \) belongs to both symbol classes \( S(|\eta|^2 + |v|^2, \Gamma) \) and \( S(M, \Gamma) \), uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \). \( \square \)

By using Lemma 2.3, we can then prove the following estimate:
Proposition 2.4. There exists a positive constant $C > 0$ such that for all $s \in \mathbb{R}$, $\xi \in \mathbb{R}^n$ and $u \in \mathcal{S}(\mathbb{R}^n)$,

$$\|\frac{\|\xi\|^3}{u}\|_{L^2}^2 + \|vu\|_{L^2}^2 + \|D_vu\|_{L^2}^2 \leq C(\|\langle \xi \rangle^{-s} Pu\|_{L^2} + \|\langle \xi \rangle^s u\|_{L^2} + \|u\|_{L^2}^2),$$

where $\| \cdot \|_{L^2}$ stands for the $L^2(\mathbb{R}^n)$-norm.

Proof. We consider the multiplier $G = g^w$ defined by the Weyl quantization of the symbol $g$ as in (15); and let $\varepsilon$ be a positive parameter such that $0 < \varepsilon \leq 1$. For any $s \in \mathbb{R}$ and $0 < \varepsilon \leq 1$, we may write

$$\text{Re}(\langle \xi \rangle^{-s}Pu, \langle \xi \rangle^s(1 - \varepsilon G)u) = \|D_vu\|_{L^2}^2 + \|vu\|_{L^2}^2$$

$$- \varepsilon \text{Re}(iv.\xi u, Gu) - \varepsilon \text{Re}(|D_v|^2 u, Gu) - \varepsilon \text{Re}(|v|^2 u, Gu). \quad (25)$$

We need to estimate the terms appearing on the second line of (25). We begin by noticing from Lemma 2.2 and the Calderón-Vaillancourt Theorem that the operator $G$ is bounded on $L^2$. This implies that

$$|\text{Re}(|D_v|^2 u, Gu)| \leq \|D_vu\|_{L^2}^2 + \|u\|_{L^2}^2, \quad (26)$$

uniformly with respect to the parameter $\xi \in \mathbb{R}^n$. Symbolic calculus shows that the symbol of the commutator $[D_v, G]$ is exactly given by $i^{-1}\partial_v g$. In view of Lemma 2.2, this symbol belongs to the symbol class $S(1, \Gamma)$. We therefore deduce from the Calderón-Vaillancourt Theorem that

$$|\text{Re}(|D_v|^2 u, Gu)| \leq \|D_vu\|_{L^2}^2 + \|u\|_{L^2}^2, \quad (27)$$

uniformly with respect to the parameter $\xi \in \mathbb{R}^n$. A similar reasoning gives the estimate

$$|\text{Re}(|v|^2 u, Gu)| \leq \|vu\|_{L^2}^2 + \|u\|_{L^2}^2, \quad (28)$$

uniformly with respect to the parameter $\xi \in \mathbb{R}^n$. Regarding the last term, we may write

$$-\text{Re}(iv.\xi u, Gu) = \frac{1}{2} \text{Re}([iv.\xi, G]u, u),$$

since the operators $G$ and $iv.\xi$ are respectively formally selfadjoint and skew-selfadjoint. Symbolic calculus then shows that the symbol of the commutator

$$\frac{1}{2}[iv.\xi, G],$$

is exactly given by

$$\frac{1}{2}H_{\text{imp}} g = \frac{1}{2}\{v, \xi, g\}.$$

Lemma 2.3 shows that the symbol of this commutator may be written as

$$H_{\text{imp}} g = \frac{|\xi|^2}{\lambda^{1/3}} \phi \left( \frac{|v|^2 + |w|^2}{\lambda^{2/3}} \right) + r,$$
where \( r \) stands for a remainder belonging to both symbol classes \( S(|\eta|^2 + |v|^2, \Gamma) \) and \( S(M, \Gamma) \), uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \). Notice from Lemma 2.2 and (21) that \(|\eta|^2 + |v|^2\) and \( r \) are both first order symbols belonging to the class \( S(M, \Gamma) \). On the other hand, by using that the estimate

\[
|r| \lesssim |\eta|^2 + |v|^2,
\]

holds uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \), since \( r \in S(|\eta|^2 + |v|^2, \Gamma) \); we deduce from the Gårding inequality (Theorem 2.5.4 in [20]) that

\[
|(r^w u, u)| \lesssim \|D_v u\|_{L^2}^2 + \|vu\|_{L^2}^2 + \|u\|_{L^2}^2.
\]

Setting

\[
\Psi = \frac{|\xi|^2}{2^{4/3}} \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right),
\]

we can therefore find a positive constant \( C > 0 \) such that for all \( u \in S(\mathbb{R}^n) \) and \( \xi \in \mathbb{R}^n \),

\[
-\text{Re}(iv \xi u, Gu) \geq (\Psi^w u, u) - C\|D_v u\|_{L^2}^2 - C\|vu\|_{L^2}^2 - C\|u\|_{L^2}^2.
\]

We then deduce from (25), (27), (28) and (30) that there exists a constant

\[ 0 < \varepsilon_0 \leq 1, \]

and a new positive constant \( C > 0 \) such that for all \( u \in S(\mathbb{R}^n) \) and \( \xi \in \mathbb{R}^n \),

\[
\text{Re}((\xi)^{-s} Pu, (\xi)^{s}(1 - \varepsilon G) u) \geq \frac{1}{2}(\|D_v u\|_{L^2}^2 + \|vu\|_{L^2}^2) + \varepsilon_0 (\Psi^w u, u) - C\|u\|_{L^2}^2.
\]

By considering separately the two regions of the phase space where

\[ |\eta|^2 + |v|^2 \lesssim \lambda^{2/3}, \]

and \[ |\eta|^2 + |v|^2 \gtrsim \lambda^{2/3}; \] according to the support of the function

\[ \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right); \]

we notice that one can find a positive constant \( \varepsilon_1 > 0 \) such that for all \( (v, \eta, \xi) \in \mathbb{R}^{3n} \),

\[
\varepsilon_0 \frac{|\xi|^2}{2^{4/3}} \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right) + \frac{1}{2}(|v|^2 + |\eta|^2) \geq \varepsilon_1 \lambda^{2/3} + \frac{1}{4}(|v|^2 + |\eta|^2) \geq \varepsilon_1 (|\xi|^2 + |v|^2 + |\eta|^2).
\]

This estimate is the crucial step where we combine the ellipticity in the variables \((v, \eta)\) of the real part of the symbol \( p \); together with the ellipticity in the variable \( \xi \) of the iterated commutator

\[
[(\text{Im} p)^w, [(\text{Re} p)^w, (\text{Im} p)^w]] = 2|\xi|^2,
\]

in order to derive the optimal hypoelliptic estimate with loss of \( 4/3 \) derivatives. Notice from Lemma 2.2 and (20) that

\[
\varepsilon_0 \frac{|\xi|^2}{2^{4/3}} \psi \left( \frac{|\eta|^2 + |v|^2}{\lambda^{2/3}} \right) + \frac{1}{2}(|v|^2 + |\eta|^2)
\]


and
\[ \varepsilon_1(|\xi|^{2/3} + |v|^2 + |\eta|^2), \]
are both first order symbols belonging to the class \( S(M, \Gamma) \). Recalling (29) and (31), we can then deduce from (32) and another use of the Gårding inequality that there exists a new positive constant \( C > 0 \) such that for all \( s \in \mathbb{R}, \xi \in \mathbb{R}^n \) and \( u \in S(\mathbb{R}_n^o), \)
\[ \text{Re}(\xi^{-s} Pu, (\xi)^s(1 - \varepsilon G)u) \geq \varepsilon_1(\|D_vu\|_{L^2}^2 + \|vu\|_{L^2}^2 + \|\xi|^{1/3}u\|_{L^2}^2) - C\|u\|_{L^2}^2. \]
Notice that
\[ (\xi)^s(1 - \varepsilon G) = (1 - \varepsilon G)(\xi)^s. \]
Recalling that the multiplier \( G \) defines a bounded operator on \( L^2 \), Proposition 2.4 then follows from the Cauchy-Schwarz inequality.

Taking \( s = 0 \) in Proposition 2.4 gives the first non-optimal hypoelliptic estimate:

**Proposition 2.5.** There exists a positive constant \( C > 0 \) such that for all \( \xi \in \mathbb{R}^n \) and \( u \in S(\mathbb{R}_n^o), \)
\[ \|\xi|^{1/3}u\|_{L^2}^2 + \|vu\|_{L^2}^2 + \|D_vu\|_{L^2}^2 \leq C(\|Pu\|_{L^2}^2 + \|u\|_{L^2}^2), \]
where \( \| \cdot \|_{L^2} \) stands for the \( L^2(\mathbb{R}_n^o) \)-norm.

In order to get the optimal hypoelliptic estimate, we then use an argument of commutation.

**Proposition 2.6.** There exists a positive constant \( C > 0 \) such that for all \( \xi \in \mathbb{R}^n \) and \( u \in S(\mathbb{R}_n^o), \)
\[ \|\langle \xi \rangle^{2/3}u\|_{L^2}^2 + \|\langle v \rangle^2u\|_{L^2}^2 + \|\langle D_v \rangle^2u\|_{L^2}^2 \leq C(\|Pu\|_{L^2}^2 + \|u\|_{L^2}^2), \]  
(33)
where \( \| \cdot \|_{L^2} \) stands for the \( L^2(\mathbb{R}_n^o) \)-norm.

**Proof.** We shall successively estimate from above the three terms appearing in the left-hand-side of (33). Regarding the first one, we use Proposition 2.4 with \( s = 1/3 \), to obtain that there exists a positive constant \( C > 0 \) such that for all \( \xi \in \mathbb{R}^n \) and \( u \in S(\mathbb{R}_n^o), \)
\[ \|\langle \xi \rangle^{1/3}u\|_{L^2}^2 \leq C(\|\langle \xi \rangle^{-1/3}Pu\|_{L^2} \|\langle \xi \rangle^{1/3}u\|_{L^2} + \|u\|_{L^2}^2). \]
Substituting \( \langle \xi \rangle^{1/3}u \) to \( u \) gives
\[ \|\langle \xi \rangle^{2/3}u\|_{L^2}^2 \leq C(\|\langle \xi \rangle^{-1/3}P\langle \xi \rangle^{1/3}u\|_{L^2} \|\langle \xi \rangle^{2/3}u\|_{L^2} + \|\langle \xi \rangle^{1/3}u\|_{L^2}^2). \]  
(34)
Notice that
\[ P = \langle \xi \rangle^{-1/3} P \langle \xi \rangle^{1/3}. \]
It easily follows from (34) that there exists a new positive constant \( C > 0 \) such that for all \( \xi \in \mathbb{R}^n \) and \( u \in S(\mathbb{R}_n^o), \)
\[ \|\langle \xi \rangle^{2/3}u\|_{L^2}^2 \leq C(\|Pu\|_{L^2}^2 + \|u\|_{L^2}^2). \]  
(35)
For the second term, we may write
\[ \|\langle v \rangle u^2\|_{L^2}^2 = \langle (v)^2 u, u \rangle \leq \text{Re} \langle Pu, u \rangle + \|u\|_{L^2}^2 \leq \|\langle v \rangle^{-1} Pu\|_{L^2} \|\langle v \rangle u\|_{L^2} + \|u\|_{L^2}^2. \]
Substituting \(\langle v \rangle u\) to \(u\) gives
\[ \|\langle v \rangle^2 u\|_{L^2}^2 \leq \|\langle v \rangle^{-1} P\langle v \rangle u\|_{L^2} \|\langle v \rangle^2 u\|_{L^2} + \|\langle v \rangle u\|_{L^2}^2 \]
\[ \leq \|Pu\|_{L^2} \|\langle v \rangle^2 u\|_{L^2} + \|\langle v \rangle^{-1} [P, \langle v \rangle] u\|_{L^2} \|\langle v \rangle^2 u\|_{L^2} + \|\langle v \rangle u\|_{L^2}^2. \quad (36) \]
Symbolic calculus (Theorem 18.5.4 in [16]) shows that there exist \(C_b^\infty(\mathbb{R}_n^m)\) functions \(a_j\) and \(b\) such that
\[ [P, \langle v \rangle] = [D_{v_i}^2, \langle v \rangle] = \frac{1}{i} \{|\eta|^2, \langle v \rangle\}^w = \sum_{j=1}^n a_j(v) D_{v_j} + b(v). \]
Here, the space \(C_b^\infty(\mathbb{R}_n^m)\) stands for the space of \(C^\infty(\mathbb{R}_n^m)\) functions whose derivatives of any order are bounded over \(\mathbb{R}_n^m\). It follows from Proposition 2.5 that
\[ \|\langle v \rangle^{-1} [P, \langle v \rangle] u\|_{L^2} \leq \|\langle v \rangle^{-1} [P, \langle v \rangle] u\|_{L^2} \lesssim \|D_{v_i} u\|_{L^2} + \|u\|_{L^2} \lesssim \|Pu\|_{L^2} + \|u\|_{L^2}. \quad (37) \]
Finally, we easily deduce from Proposition 2.5, (36) and (37) that there exists a new positive constant \(C > 0\) such that for all \(\xi \in \mathbb{R}^n\) and \(u \in \mathcal{S}(\mathbb{R}_n^m),\)
\[ \|\langle v \rangle^2 u\|_{L^2}^2 \leq C(\|Pu\|_{L^2}^2 + \|u\|_{L^2}^2). \quad (38) \]
Regarding the third term, we use similar types of estimates and write
\[ \|D_v u\|_{L^2}^2 = \langle D_v^2 u, u \rangle \leq \text{Re} \langle Pu, u \rangle + \|u\|_{L^2}^2 \leq \|D_v\|^{-1}Pu\|_{L^2} \|D_v u\|_{L^2} + \|u\|_{L^2}^2. \]
Let \(w\) be a \(C^\infty([0, 1])\) function such that \(w = 1\) on \(\mathbb{R} \setminus [-2, 2]\) and \(w = 0\) on \([-1, 1]\). Substituting \(w(\langle \xi \rangle^{-1/3}(D_{v_i}))D_{v_i}\) to \(u\) gives
\[ \|w(\langle \xi \rangle^{-1/3}(D_{v_i}))D_{v_i}^2 u\|_{L^2}^2 \leq \|D_{v_i} u\|_{L^2}^2 + \|w(\langle \xi \rangle^{-1/3}(D_{v_i}))D_{v_i} \|_{L^2} \|w(\langle \xi \rangle^{-1/3}(D_{v_i}))D_{v_i}^2 u\|_{L^2}, \]
that is
\[ \|w(\langle \xi \rangle^{-1/3}(D_{v_i}))D_{v_i}^2 u\|_{L^2}^2 \leq \|D_{v_i} u\|_{L^2}^2 + \|w(\langle \xi \rangle^{-1/3}(D_{v_i}))D_{v_i} \|_{L^2} \|Pu\|_{L^2} + \|D_{v_i} \|^{-1} \|w(\langle \xi \rangle^{-1/3}(D_{v_i}))D_{v_i} \|_{L^2} \|D_{v_i}^2 u\|_{L^2}. \]
It follows that
\[ \|w(\langle \xi \rangle^{-1/3}(D_{v_i}))D_{v_i}^2 u\|_{L^2}^2 \leq 2\|Pu\|_{L^2}^2 + 2\|D_{v_i} u\|_{L^2}^2 + 2\|D_{v_i} \|^{-1} \|w(\langle \xi \rangle^{-1/3}(D_{v_i}))D_{v_i} \|_{L^2} \|D_{v_i}^2 u\|_{L^2}. \quad (39) \]
Symbolic calculus (Theorem 18.5.4 in [16]) shows that we have the exact identity
\[ [P, w(\langle \xi \rangle^{-1/3}(D_{v_i}))D_{v_i}] = [iw, \xi + |v|^2, w(\langle \xi \rangle^{-1/3}(D_{v_i}))D_{v_i}] \]
\[ = \frac{1}{i} [iw, \xi + |v|^2, w(\langle \xi \rangle^{-1/3}(\eta))(\eta)]^w. \]
Notice that
\[
\frac{1}{i} \{iv, \xi + |u|^2, w(\langle \xi \rangle^{-1/3}\langle \eta \rangle) \} = (2iv - \xi)A_\xi(\eta),
\]
with
\[
A_\xi(\eta) = \nabla_\eta \left( w(\langle \xi \rangle^{-1/3}\langle \eta \rangle) \nabla_\eta \langle \eta \rangle \right) + w'(\langle \xi \rangle^{-1/3}\langle \eta \rangle) \langle \xi \rangle^{-1/3}\langle \eta \rangle \nabla_\eta \langle \eta \rangle,
\]
a function satisfying
\[
\forall \alpha \in \mathbb{N}^n, \exists C_\alpha > 0, \forall \xi \in \mathbb{R}^n, \forall \eta \in \mathbb{R}^n, \ |\partial_\eta^\alpha A_\xi(\eta)| \leq C_\alpha.
\]
Symbolic calculus (Theorem 18.5.4 in [16]) shows that there exists a \( C^\infty_b(\mathbb{R}^{3n}_{v,\eta,\xi}) \) function \( F \) such that
\[
[P, w(\langle \xi \rangle^{-1/3}\langle D_v \rangle)\langle D_v \rangle] = A_\xi(D_v)(2iv - \xi) + F(v, \eta, \xi)u.
\]
It follows from the Calderón-Vaillancourt Theorem that
\[
\|\langle D_v \rangle^{-1}[P, w(\langle \xi \rangle^{-1/3}\langle D_v \rangle)\langle D_v \rangle]u\|_{L^2} \lesssim \|\langle D_v \rangle^{-1}A_\xi(D_v)(2iv - \xi)u\|_{L^2} + \|u\|_{L^2}
\]
\[
\lesssim \|\langle \xi \rangle^{-1/3}\langle \eta \rangle\|_{L^2} + \|w(\langle \xi \rangle^{-1/3}\langle D_v \rangle)\langle D_v \rangle^{-1}(\xi)u\|_{L^2} + \|w'(\langle \xi \rangle^{-1/3}\langle D_v \rangle)\langle D_v \rangle^{-1}(\xi)u\|_{L^2}
\]
\[
\lesssim \|\langle \xi \rangle^{-1/3}\langle \eta \rangle\|_{L^2} + \|\langle \xi \rangle^{2/3}u\|_{L^2},
\]
the support of the function \( w'(\langle \xi \rangle^{-1/3}\langle \eta \rangle) \); and
\[
\langle \eta \rangle^{-1}\langle \xi \rangle \leq \langle \xi \rangle^{2/3},
\]
on the support of the two functions
\[
w(\langle \xi \rangle^{-1/3}\langle \eta \rangle) \text{ and } w'(\langle \xi \rangle^{-1/3}\langle \eta \rangle).
\]
It follows from Proposition 2.5, (35) and (39) that
\[
\|w(\langle \xi \rangle^{-1/3}\langle D_v \rangle)\langle D_v \rangle^2 u\|_{L^2}^2 \lesssim \|Pu\|_{L^2}^2 + \|\langle D_v \rangle u\|_{L^2}^2 + \|\langle v \rangle u\|_{L^2}^2 + \|\langle \xi \rangle^{2/3}u\|_{L^2}^2
\]
\[
\lesssim \|Pu\|_{L^2}^2 + \|u\|_{L^2}^2. \tag{40}
\]
Notice that there exists a positive constant \( C_0 > 0 \) such that for all \( \xi \in \mathbb{R}^n \) and \( \eta \in \mathbb{R}^n \),
\[
\frac{1}{C_0} \langle \xi \rangle^{4/3} + \langle \eta \rangle^4 \leq \langle \xi \rangle^{4/3} + w(\langle \xi \rangle^{-1/3}\langle \eta \rangle)^2\langle \eta \rangle^4, \tag{41}
\]
because \( \langle \eta \rangle^4 \leq 2\langle \xi \rangle^{4/3} \), when \( w(\langle \xi \rangle^{-1/3}\langle \eta \rangle) \neq 1 \). Finally, by collecting the estimates (35), (38), (40) and (41), we find that there exists a new positive constant \( C > 0 \) such that for all \( \xi \in \mathbb{R}^n \) and \( u \in \mathcal{S}(\mathbb{R}^n) \),
\[
\|\langle \xi \rangle^{2/3}u\|_{L^2}^2 + \|\langle v \rangle^2u\|_{L^2}^2 + \|\langle D_v \rangle^2 u\|_{L^2}^2 \leq C(\|Pu\|_{L^2}^2 + \|u\|_{L^2}^2),
\]
which proves Proposition 2.6.

When coming back to the direct side and integrating with respect to the \( x \) variable, Proposition 2.1 directly follows from Proposition 2.6. This proves the optimal hypoelliptic estimate fulfilled by the Fokker-Planck operator without external potential.
3. Anisotropic hypoelliptic estimates for linear Landau-type operators

In this section, we consider the class of linear Landau-type operators

\[ P = ivD_x + D_v\lambda(v)D_v + (v \wedge D_v)\mu(v)(v \wedge D_v) + F(v), \quad x, v \in \mathbb{R}^3; \]  

(42)

that is

\[ P = i\sum_{j=1}^{3} v_j D_{x_j} + \sum_{j=1}^{3} D_{v_j} \lambda(v)D_{v_j} + (v_2 D_{v_3} - v_3 D_{v_2}) \mu(v)(v_2 D_{v_3} - v_3 D_{v_2}) \]

\[ + (v_3 D_{v_1} - v_1 D_{v_3}) \mu(v)(v_3 D_{v_1} - v_1 D_{v_3}) + (v_1 D_{v_2} - v_2 D_{v_1}) \mu(v)(v_1 D_{v_2} - v_2 D_{v_1}) + F(v), \]

with \( D_x = i^{-1}\partial_x \), \( D_v = i^{-1}\partial_v \) and \( \gamma \in [-3, 1] \); where the diffusion is given by smooth positive functions \( \lambda, \mu \) and \( F \) satisfying for all \( \alpha \in \mathbb{N}^3 \), there exists \( C_\alpha > 0 \) such that

\[ \forall v \in \mathbb{R}^3, |\partial_\nu^\alpha \lambda(v)| + |\partial_\nu^\alpha \mu(v)| \leq C_\alpha \langle v \rangle^{\gamma - |\alpha|}; |\partial_\nu^\alpha F(v)| \leq C_\alpha \langle v \rangle^{\gamma + 2 - |\alpha|}; \]

(43)

and

\[ \exists C > 0, \forall v \in \mathbb{R}^3, \lambda(v) \geq C \langle v \rangle^\gamma; \mu(v) \geq C \langle v \rangle^\gamma; F(v) \geq C \langle v \rangle^{\gamma + 2}; \]

(44)

with \( \langle v \rangle = (1 + |v|^2)^{1/2} \). We aim at proving the optimal anisotropic hypoelliptic estimate with loss of \( 4/3 \) derivatives given in Theorem 1.1.

In order to do so, we begin by considering generalized linear Landau-type operators

\[ P = ivD_x + \sum_{j,k=1}^{n} D_{v_j} A_{j,k}(v)D_{v_k} + F(v); \]

(45)

where \( x, v \in \mathbb{R}^n, D_x = i^{-1}\partial_x, D_v = i^{-1}\partial_v, \gamma \in [-3, 1] \). Here \( A(v) = (A_{j,k}(v))_{1 \leq j,k \leq n} \) stands for a positive definite symmetric matrix with real-valued smooth entries verifying

\[ |\partial_\nu^\alpha A_{j,k}(v)| \lesssim \langle v \rangle^{\gamma + 2 - |\alpha|}, \quad \alpha \in \mathbb{N}^n, \quad 1 \leq j,k \leq n; \]

(46)

and \( F \) is a smooth positive function verifying

\[ F(v) \gtrsim \langle v \rangle^{\gamma + 2} \quad \text{and} \quad |\partial_\nu^\alpha F(v)| \lesssim \langle v \rangle^{\gamma + 2 - |\alpha|}, \quad \alpha \in \mathbb{N}^n. \]

(47)

We recall that the notation

\[ f(v) \lesssim g(v), \]

means that there exists a positive constant \( C > 0 \) such that the estimate

\[ f(v) \leq Cg(v), \]

is fulfilled for all \( v \in \mathbb{R}^n \). We assume that we may write

\[ A(v) = B(v)^T B(v), \]

(48)

where \( B(v) \) is a matrix with real-valued smooth entries verifying

\[ |\partial_\nu^\alpha B_{j,k}(v)| \lesssim \langle v \rangle^{2 + 1 - |\alpha|}, \quad \alpha \in \mathbb{N}^n, \quad 1 \leq j,k \leq n; \]

(49)
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and \( B(v)^T \) is its adjoint. Moreover, we assume that there exists a constant \( c > 0 \) such that for all \( v, \eta \in \mathbb{R}^n \),
\[
A(v)\eta,\eta = |B(v)\eta|^2 \geq c(v)\gamma|\eta|^2.
\] (50)
Notice that linear Landau-type operators are particular generalized linear Landau-type operators when taking
\[
|B(v)\eta|^2 = \sqrt{\lambda(v)\eta + \sqrt{\mu(v)}v \wedge \eta|^2} = \|\sqrt{\lambda(v)\eta}^2 + |\sqrt{\mu(v)}v \wedge \eta|^2 \geq c(v)\gamma|\eta|^2.
\] (52)

3.1. First estimates for generalized linear Landau-type operators

In order to prove Theorem 1.1, we shall use a multiplier method inspired from the one presented in the previous section for the Fokker-Planck operator without external potential. Recalling (48), the Weyl symbol of a generalized linear landau-type operator (45) may write as
\[
iw,\xi + |B(v)\eta|^2 + F(v) + \text{Lower order terms}.
\]
By denoting
\[
\hat{p} = iw,\xi + |B(v)\eta|^2 + F(v),
\]
we shall take advantage of the ellipticity in the variables \((v, \eta)\) of the real part of the symbol \(\hat{p}\),
\[
\text{Re } \hat{p} = |B(v)\eta|^2 + F(v).
\]
As in the case of the Fokker-Planck operator, the main point in proving Theorem 1.1 is then to get a control of the \(\xi\) variable. Notice again that this control cannot be derived from the ellipticity of the symbol \(\hat{p}\); and that we will need to consider the following iterated commutator
\[
\{[\text{Im } \hat{p}]^w, [[\text{Re } \hat{p}]^w, (\text{Im } \hat{p})^w]\},
\]
where \(\text{Re } \hat{p}\) and \(\text{Im } \hat{p}\) stand for the real and imaginary parts of the symbol \(\hat{p}\); in order to get some ellipticity in the \(\xi\) variable. Indeed, usual symbolic calculus (see Theorem 18.5.4 in [16]) or a direct computation shows that the Weyl symbol of this iterated commutator is exactly given by the iterated Poisson brackets
\[
-\{\text{Im } \hat{p}, \{\text{Re } \hat{p}, \text{Im } \hat{p}\}\} = \{\text{Im } \hat{p}, \{\text{Im } \hat{p}, \text{Im } \hat{p}\}\} = 2|B(v)\xi|^2.
\]
The structure of this iterated poisson bracket suggests to introduce the following anisotropic symbol
\[
\lambda = (1 + |B(v)\xi|^2 + |B(v)\eta|^2 + F(v))^{1/2},
\] (53)
which defines an anisotropic Sobolev scale which is exactly related to the anisotropy of the diffusion. As in the case of the Fokker-Planck operator, we aim at establishing an optimal hypoelliptic estimate with loss of 4/3 derivatives in this anisotropic Sobolev scale
\[
\|(\lambda^{2/3})^w u\|^2_{L^2} \lesssim \|P u\|^2_{L^2} + \|u\|^2_{L^2}.
\]
By noticing that for a generalized linear Landau-type operator

$$H_{Re\tilde{p}} \text{ Im } \tilde{p} = \{ \text{Re } \tilde{p}, \text{ Im } \tilde{p} \} = 2B(v)\xi . B(v)\eta,$$

it is natural to consider the following multiplier: Let $\Psi$ be a $C_0^\infty(\mathbb{R}, [0, 1])$ function such that

$$\psi = 1 \text{ on } [-1, 1], \text{ and supp } \psi \subset [-2, 2].$$

(54)

Define the real-valued symbol

$$g = -\frac{B(v)\xi . B(v)\eta}{\lambda^{4/3}} \psi \left( \frac{|B(v)\eta|^2 + F(v)}{\lambda^{2/3}} \right),$$

(55)

where $\lambda$ is the symbol defined in (53). The main difference with the Fokker-Planck case is that this multiplier does not belong anymore to a symbol class with good symbolic calculus. Indeed, because of the anisotropy of the symbol $\tilde{p}$, we will have to deal with gainless symbolic calculus. As a consequence, the implementation of the method developed for the Fokker-Planck operator will be more complex and will require more advanced microlocal analysis. In order to handle this setting with gainless symbolic calculus, we shall use some elements of Wick calculus developed by N. Lerner in [19]. For convenience of reading, the main features and the definition of Wick calculus is recalled in a short self-contained presentation given in appendix (Section 4).

When studying generalized linear Landau-type operators, it is convenient to perform a partial Fourier transform in the $x$ variable; and to study these operators on the Fourier side

$$P = iv.\xi + \sum_{j,k=1}^n D_{v_j}A_{j,k}(v)D_{v_k} + F(v), \ v, \xi \in \mathbb{R}^n;$$

where the variable $\xi$ can now be seen as a parameter. In the following, we shall therefore consider quantizations of symbols only in the variable $v$ and its dual variable $\eta$; and denote by $\| \cdot \|_{L^2}$ the $L^2(\mathbb{R}^n_v)$-norm. A key step in proving Theorem 1.1 is the proof of the following proposition somehow equivalent to Proposition 2.4 in the Fokker-Planck case.

**Proposition 3.1.** Let $s \in \mathbb{R}$ and $P$ be a generalized linear Landau-type operator fulfilling the assumptions (46), (47), (48), (49) and (50). Then, there exists a constant $C > 0$ such that for all $\xi \in \mathbb{R}^n$ and $u \in \mathcal{S}(\mathbb{R}^n_v)$,

$$\|m(v, \xi)u\|_{L^2}^2 + \|B(v)\nabla_v u\|_{L^2}^2 + \|\sqrt{F(v)}u\|_{L^2}^2 \leq C\|B(v)\xi^{-s}Pu\|_{L^2}\|B(v)\xi^s u\|_{L^2} + C\|u\|_{L^2}^2,$$

where $\| \cdot \|_{L^2}$ stands for the $L^2(\mathbb{R}^n_v)$-norm and

$$m(v, \xi) = \left( \int_{\mathbb{R}^n} \langle B(v + \tilde{v})\xi \rangle^{2/3} e^{-2\pi\eta^2 2^{n/2}d\tilde{v}} \right)^{1/2}.$$  

Remark. The use of Wick calculus accounts for the definition of the quantity $m(v, \xi)$ in Proposition 3.1. We shall see that the function $m(v, \xi)^2$ is actually the Wick quantization of the symbol $\langle B(v)\xi \rangle^{2/3}$. 
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Let $m \geq 1$ be a $C^\infty$ order function on $\mathbb{R}^{2n}$, we denote by $S(m, dv^2 + d\eta^2)$ the symbol class

$$\{ a \in C^\infty(\mathbb{R}^{2n}, \mathbb{C}) : \forall \alpha \in \mathbb{N}^{2n}, \exists C_\alpha > 0, \forall (v, \eta) \in \mathbb{R}^{2n}, \ |\partial_{v,\eta}^\alpha a(v, \eta) | \leq C_\alpha m(v, \eta) \}.$$ 

As a starting point in the proof of Proposition 3.1, we notice that a generalized linear Landau-type operator is accretive

$$\text{Re}(\langle B(v)\xi \rangle^{-s} Pu, \langle B(v)\xi \rangle^{s} u) = \text{Re}(Pu, u) = \|B(v)\nabla_{v} u\|_{L^2}^2 + \|\sqrt{F(v)} u\|_{L^2}^2 \geq 0,$$

for any $s \in \mathbb{R}$. It follows from the Cauchy-Schwarz inequality and (50) that

$$\|\langle v \rangle^{\gamma/2} \nabla_{v} u\|_{L^2}^2 + \|\sqrt{F(v)} u\|_{L^2}^2 \lesssim \|B(v) \nabla_{v} u\|_{L^2}^2 + \|\sqrt{F(v)} u\|_{L^2}^2 \leq \|\langle B(v)\xi \rangle^{-s} Pu\|_{L^2} \|\langle B(v)\xi \rangle^{s} u\|_{L^2},$$

(56)

uniformly with respect to the parameter $\xi \in \mathbb{R}^n$.

**Lemma 3.2.** For $m \in \mathbb{R}$,

$$\langle B(v)\xi \rangle^m \in S(\langle B(v)\xi \rangle^m, dv^2 + d\eta^2) \text{ and } \lambda^m \in S(\lambda^m, dv^2 + d\eta^2),$$

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^n$.

**Proof of Lemma 3.2.** Notice from (47), (49) and (50) that

$$|\partial_{v}^\alpha F(v)| \lesssim F(v), \ \alpha \in \mathbb{N}^n,$$

$$|\partial_{v}^\alpha B(v)|^2 \lesssim F(v), \ \alpha \in \mathbb{N}^n,$$

$$|\partial_{v}^\alpha B(v)\xi|^2 \lesssim \langle v \rangle^\gamma |\xi|^2 \lesssim |B(v)\xi|^2,$$  

(57)

when $\alpha \in \mathbb{N}^n$ with $|\alpha| \geq 1$; and

$$|\partial_{v}^\beta B(v)\eta|^2 \lesssim \langle v \rangle^\gamma |\eta|^2 \lesssim |B(v)\eta|^2,$$  

(58)

when $\beta \in \mathbb{N}^n$ with $|\beta| \geq 1$. One can then deduce by using the Cauchy-Schwarz inequality and these estimates that for all $\alpha, \beta \in \mathbb{N}^n$,

$$|\partial_{v}^\alpha (\langle B(v)\xi \rangle^2)| \lesssim \langle B(v)\xi \rangle^2 \text{ and } |\partial_{v}^\alpha \partial_{\eta}^\beta (\lambda^2)| \lesssim \lambda^2;$$

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^n$. Lemma 3.2 directly follows from those estimates. $\square$

**Lemma 3.3.** We have

$$\psi\left(\frac{|B(v)\eta|^2 + F(v)}{\lambda^{2/3}}\right) \in S(1, dv^2 + d\eta^2),$$

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^n$.  
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Proof of Lemma 3.3. Notice from (47), (49), (50), (54) and (58) that on the support of the function
\[ \psi \left( \frac{|B(v)\eta|^2 + F(v)}{\lambda^{2/3}} \right), \]
we have
\[ |\partial^{a_1}_v B(v)\eta|^2 + |\partial^{a_2}_v B(v)|^2 + |\partial^{a_3}_v F(v)| \lesssim \langle v \rangle^\gamma |\eta|^2 + \langle v \rangle^{\gamma+2} \lesssim |B(v)\eta|^2 + F(v) \lesssim \lambda^{2/3}, \quad (59) \]
when \( a_1, a_2, a_3 \in \mathbb{N}^n \) with \( |a_1| \geq 1 \). It follows from the Cauchy-Schwarz inequality that any derivatives of the term \( |B(v)\eta|^2 + F(v) \) can be estimated from above by a constant times the term \( \lambda^{2/3} \) on the support of this function. One can therefore directly deduce the result of Lemma 3.3 from Lemma 3.2. \( \square \)

Lemma 3.4. The symbol \( g \) belongs to the class \( S(1, dv^2 + d\eta^2) \) uniformly with respect to the parameter \( \xi \) in \( \mathbb{R}^n \).

Proof of Lemma 3.4. Notice from (54) that
\[ |B(v)\eta|^2 + F(v) \leq 2\lambda^{2/3}, \quad (60) \]
on the support of the function
\[ \psi \left( \frac{|B(v)\eta|^2 + F(v)}{\lambda^{2/3}} \right). \]
By recalling (53) and using that \( |B(v)\xi| \leq \lambda \), we deduce from the Cauchy-Schwarz inequality that one can estimate
\[ |B(v)\xi . B(v)\eta| \leq |B(v)\xi||B(v)\eta| \leq \sqrt{2}\lambda^{4/3}, \quad (61) \]
on this support. The symbol \( g \) is therefore a bounded function uniformly with respect to the parameter \( \xi \) in \( \mathbb{R}^n \). We saw in (57) that one can always estimate from above
\[ |\partial^a_v B(v)\xi| \lesssim |B(v)\xi| \lesssim \lambda. \quad (62) \]
Since from (59), one can estimate from above the modulus of all the derivatives of the term \( B(v)\eta \) by a constant times \( \lambda^{1/3} \) on the support of the function
\[ \psi \left( \frac{|B(v)\eta|^2 + F(v)}{\lambda^{2/3}} \right), \]
it follows from the Cauchy-Schwarz inequality and (62) that one can estimate from above the modulus of all the derivatives of the term \( B(v)\xi . B(v)\eta \) by a constant times \( \lambda^{4/3} \) on this support. According to Lemma 3.2 and Lemma 3.3, this proves that the symbol \( g \) belongs to the class \( S(1, dv^2 + d\eta^2) \) uniformly with respect to the parameter \( \xi \) in \( \mathbb{R}^n \); and ends the proof of Lemma 3.4. \( \square \)
3.1.1. Some symbolic calculus

We shall consider the multiplier $G = g^{\text{Wick}}$ defined by the Wick quantization of the symbol $g$. We refer the reader to the appendix on Wick calculus at the end of this note for the definition of this quantization and a recall of its main features.

We begin by noticing from (159) and (160) that there exists a real-valued symbol $\tilde{g}$ belonging to the class $S(1, dv^2 + d\eta^2)$ uniformly with respect to the parameter $\xi$ in $\mathbb{R}^n$ such that

$$G = g^{\text{Wick}} = \tilde{g}^w;$$

where $\tilde{g}^w$ denotes the operator obtained by the Weyl quantization of the symbol $\tilde{g}$ with the normalization

$$\tilde{g}^w u(v) = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^{2n}} e^{i(v-\tilde{v})\cdot \eta} \tilde{g}\left(\frac{v + \tilde{v}}{2}, \eta\right) u(\tilde{v}) d\tilde{v} d\eta. \quad (64)$$

**Lemma 3.5.** If $a \in S(1, dv^2 + d\eta^2)$ then there exists $c_1 > 0$ such that for all $u \in S(\mathbb{R}^n)$,

$$\| [a^w, \sqrt{F(v)}] u \|_L^2 \leq c_1 \| \sqrt{F(v)} u \|_L^2,$$

where $[a^w, \sqrt{F(v)}]$ denotes the commutator of the operators $a^w$ and $\sqrt{F(v)}$.

**Proof of Lemma 3.5.** Notice from (47) that

$$F(v)^m \in S(F(v)^m, dv^2 + d\eta^2),$$

for any $m \in \mathbb{R}$; and that from symbolic calculus the Weyl symbol of the operator

$$[a^w, \sqrt{F(v)}] \left(\sqrt{F(v)}\right)^{-1},$$

therefore belongs to the symbol class $S(1, dv^2 + d\eta^2)$. Lemma 3.5 then directly follows from the Calderón-Vaillancourt Theorem

$$\| [a^w, \sqrt{F(v)}] u \|_L^2 = \| [a^w, \sqrt{F(v)}] \left(\sqrt{F(v)}\right)^{-1} \sqrt{F(v)} u \|_L^2 \lesssim \| \sqrt{F(v)} u \|_L^2. \quad \Box$$

**Lemma 3.6.** We have

$$\| B(v) \nabla_v (Gu) \|_L^2 \lesssim \| B(v) \nabla_v u \|_L^2 + \| \sqrt{F(v)} u \|_L^2,$$

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^n$.

**Proof of Lemma 3.6.** Recalling from (63) that $G = \mathcal{O}_{\mathcal{L}(L^2)}(1)$, since

$$\tilde{g} \in S(1, dv^2 + d\eta^2),$$

together with (56); we notice that it is sufficient to prove that

$$\| [b(v) \nabla_v, G] u \|_L^2 \lesssim \| (v)^{\gamma/2} \nabla_v u \|_L^2 + \| \sqrt{F(v)} u \|_L^2, \quad \Box$$
when \( b \) is a smooth function fulfilling the estimates (49). By writing that
\[
\left\| b(v) \nabla_v G u \right\|^2_{L^2} \leq 2 \left\| b(v) \nabla_v G u \right\|^2_{L^2} + 2 \left\| b(v) \nabla_v u \right\|^2_{L^2},
\]
equation (66)
we notice from (47), (49), (63), the Calderón-Vaillancourt Theorem and Lemma 3.5 that
\[
\left\| b(v) \nabla_v G u \right\|_{L^2} \lesssim \left\| b(v) (\nabla_v \tilde{g})^w u \right\|_{L^2}
\]
\[
\lesssim \left\| (v)^{\frac{1}{2} + 1}(\nabla_v \tilde{g})^w u \right\|_{L^2} \lesssim \left\| \sqrt{F(v)}(\nabla_v \tilde{g})^w u \right\|_{L^2}
\]
\[
\lesssim \left\| \sqrt{F(v)}(\nabla_v \tilde{g})^w \right\|_{L^2} \left\| \sqrt{F(v)} u \right\|_{L^2} \lesssim \left\| \sqrt{F(v)} u \right\|_{L^2},
\]
equation (67) 
(68) 
(69)
Recalling that \( \tilde{g} \in S(1, dv^2 + d\eta^2) \), which together with (66) and (69) proves the estimate (65) and ends the proof of Lemma 3.6. \( \square \)

Lemma 3.7. We have
\[
\left| (F(v)u, Gu) + \left( \sum_{j,k=1}^n D_{v_j} A_{j,k}(v) D_{v_k} u, Gu \right) \right| \lesssim \| (B(v)\xi)^{-s} Pu \|_{L^2} \| (B(v)\xi)^s u \|_{L^2},
\]
uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \).

Proof of Lemma 3.7. We may write
\[
(F(v)u, Gu) = (GF(v)u, u) = (G\sqrt{F(v)}u, \sqrt{F(v)}u) + \left( [G, \sqrt{F(v)}] \sqrt{F(v)}u, u \right)
= (G\sqrt{F(v)}u, \sqrt{F(v)}u) + (\sqrt{F(v)}u, \sqrt{F(v)}, G, u),
\]
equation (70)
and since the operator \( G \) whose Weyl symbol is real-valued is formally self-adjoint on \( L^2 \). Recalling from (63) that \( G = O_C((L^2)(1) \), since \( \tilde{g} \in S(1, dv^2 + d\eta^2) \); we deduce from (63), (70), the triangle inequality, the Cauchy-Schwarz inequality, the Calderón-Vaillancourt Theorem and Lemma 3.5 that
\[
\left| (F(v)u, Gu) \right| \lesssim \left\| \sqrt{F(v)} u \right\|^2_{L^2} + \left\| [G, \sqrt{F(v)}] u \right\|^2_{L^2} \lesssim \left\| F(v) u \right\|^2_{L^2},
\]
which implies by using (56) that
\[
\left| (F(v)u, Gu) \right| \lesssim \| (B(v)\xi)^{-s} Pu \|_{L^2} \| (B(v)\xi)^s u \|_{L^2},
\]
equation (71)
uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \). Let us now notice from (48), (56) and Lemma 3.6 that
\[
\left| \left( \sum_{j,k=1}^n D_{v_j} A_{j,k}(v) D_{v_k} u, Gu \right) \right| = \left| (B(v)\nabla_v u, B(v)\nabla_v (Gu)) \right| \leq \left\| B(v)\nabla_v u \right\|_{L^2} \left\| B(v)\nabla_v (Gu) \right\|_{L^2} \lesssim \left\| B(v)\nabla_v u \right\|^2_{L^2} + \left\| \sqrt{F(v)} u \right\|^2_{L^2} \lesssim \| (B(v)\xi)^{-s} Pu \|_{L^2} \| (B(v)\xi)^s u \|_{L^2},
\]
\[22\]
uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \); which together with the estimate (71) proves Lemma 3.7. \( \Box \)

Let \( \varepsilon \) be a positive parameter such that \( 0 < \varepsilon \leq 1 \). We use a multiplier method and write that

\[
\text{Re}(B(v)\xi)^s Pu, (B(v)\xi)^s(1 - \varepsilon G) u) = \|B(v)\nabla_v u\|^2_{L^2} + \|\sqrt{F(v)}u\|^2_{L^2} - \varepsilon \text{Re}(iv\xi u, Gu) - \varepsilon \text{Re}(F(v)u, Gu),
\]

(72)

for any \( 0 < \varepsilon \leq 1 \).

**Lemma 3.8.** We have

\[
\|(B(v)\xi)^s(1 - \varepsilon G) u\|_{L^2} \lesssim \|(B(v)\xi)^s u\|_{L^2},
\]

uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \).

**Proof of Lemma 3.8.** Recalling from (63) that \( G = \tilde{g}^v \), with \( \tilde{g} \in S(1, dv^2 + d\eta^2) \); we can then deduce from symbolic calculus that the Weyl symbol of the operator

\[
\langle B(v)\xi\rangle^s(1 - \varepsilon G) \langle B(v)\xi\rangle^{-s},
\]

belongs to the symbol class \( S(1, dv^2 + d\eta^2) \), since we know from Lemma 3.2 that

\[
\langle B(v)\xi\rangle^s \in S((B(v)\xi)^s, dv^2 + d\eta^2) \text{ and } \langle B(v)\xi\rangle^{-s} \in S((B(v)\xi)^{-s}, dv^2 + d\eta^2).
\]

Lemma 3.8 then directly follows from the Calderón-Vaillancourt Theorem

\[
\|(B(v)\xi)^s(1 - \varepsilon G)\langle B(v)\xi\rangle^{-s}(B(v)\xi)^s u\|_{L^2} \lesssim \|(B(v)\xi)^s u\|_{L^2}.
\]

The proof is complete. \( \Box \)

One can then deduce from the Cauchy-Schwarz inequality, Lemma 3.7, Lemma 3.8 and (72) that there exists \( C > 0 \) such that for all \( 0 < \varepsilon \leq 1 \) and \( u \in S(\mathbb{R}^n) \),

\[
\|B(v)\nabla_v u\|^2_{L^2} + \|\sqrt{F(v)}u\|^2_{L^2} - \varepsilon \text{Re}(iv\xi u, Gu) \leq C \|\langle B(v)\xi\rangle^{-s} Pu\|_{L^2} \|\langle B(v)\xi\rangle^s u\|_{L^2},
\]

(73)

uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \). Recalling (63) and noticing from (161) and (162) that \( v^{\text{Wick}} = v \), we may rewrite (73) as

\[
\|B(v)\nabla_v u\|^2_{L^2} + \|\sqrt{F(v)}u\|^2_{L^2} - \varepsilon \text{Re}(iv^{\text{Wick}} u, g^{\text{Wick}} u)
\]

\[
\leq C \|\langle B(v)\xi\rangle^{-s} Pu\|_{L^2} \|\langle B(v)\xi\rangle^s u\|_{L^2}.
\]

(74)
By using that real Hamiltonians get quantized in the Wick quantization by formally selfadjoint operators on $L^2$, we deduce from Lemma 3.4 and (164) that

$$-\varepsilon \Re(i\xi \cdot u^{\text{Wick}}_u, g^{\text{Wick}}_u) = -\varepsilon(\Re(g^{\text{Wick}}(i\xi \cdot v)^{\text{Wick}}_u, u)$$

$$= \varepsilon \frac{1}{4\pi} \langle \{\xi, v, g\}^{\text{Wick}}_u, u \rangle.$$ (75)

A direct computation of the Poisson bracket using (55) gives that

$$\{\xi, v, g\} = (B(v)\xi \cdot B(v)\eta)(\xi, \partial \partial(\lambda^{-4/3}))\psi \left(\frac{|B(v)\eta|^2 + F(v)}{\chi^{2/3}}\right)$$

$$+ \frac{|B(v)|^2}{\chi^{4/3}} \psi \left(\frac{|B(v)\eta|^2 + F(v)}{\chi^{2/3}}\right) + \frac{B(v)\xi \cdot B(v)\eta}{\chi^{4/3}} \xi, \partial \partial(\lambda^{-4/3})$$

$$\left[\psi \left(\frac{|B(v)\eta|^2 + F(v)}{\chi^{2/3}}\right)\right].$$ (77)

Lemma 3.9. For $m \in \mathbb{R}$, we have $|\xi, \partial (\lambda^m)| \lesssim \lambda^m$, uniformly with respect to the parameter $\xi$ in $\mathbb{R}^n$.

Proof of Lemma 3.9. Lemma 3.9 follows directly from (53) and the fact that

$$|\xi, \partial (\lambda^2)| = 2|B(v)\xi \cdot B(v)\eta| \leq 2|B(v)\xi||B(v)\eta| \leq |B(v)\xi|^2 + |B(v)\eta|^2 \lesssim \lambda^2.$$ □

Lemma 3.10. We have

$$\left|\xi, \partial \partial(\chi^{2/3})\right| \lesssim 1 + |B(v)\eta|^2 + F(v),$$

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^n$.

Proof of Lemma 3.10. We may write

$$\xi, \partial \partial(\chi^{2/3})\left[\psi \left(\frac{|B(v)\eta|^2 + F(v)}{\chi^{2/3}}\right)\right] = \psi' \left(\frac{|B(v)\eta|^2 + F(v)}{\chi^{2/3}}\right) \left[\frac{2B(v)\eta \cdot B(v)\xi}{\chi^{2/3}}\right]$$

$$+ (|B(v)\eta|^2 + F(v))(\xi, \partial \partial(\lambda^{-2/3})).$$

Notice from (53) and (54) that

$$\left|\frac{2B(v)\eta \cdot B(v)\xi}{\chi^{2/3}}\right| \leq \frac{2|B(v)\eta||B(v)\xi|}{\chi^{2/3}} \leq \frac{2\sqrt{2}\lambda^{1/3} \lambda^{2/3}}{\chi^{2/3}} \leq 2\sqrt{2} \lambda^{2/3} \leq 2\sqrt{2}(|B(v)\eta|^2 + F(v)),$$

on the support of the function

$$\psi' \left(\frac{|B(v)\eta|^2 + F(v)}{\chi^{2/3}}\right).$$

One can then deduce Lemma 3.10 from Lemma 3.9. □
We notice from Lemma 3.9, Lemma 3.10, (61) and (77) that
\[
\left| \{\xi, v, g\} - \frac{|B(v)\xi|^2}{\lambda^{4/3}} \psi \left( \frac{|B(v)\eta|^2 + F(v)}{\lambda^{2/3}} \right) \right| \lesssim 1 + |B(v)\eta|^2 + F(v),
\]
uniformly with respect to the parameter \( \xi \) in \( \mathbb{R}^n \). It follows from (74), (75) and the fact that the Wick quantization is a positive quantization (157) that there exists \( c_2 > 0 \) such that for all \( 0 < \varepsilon \leq 1, \xi \in \mathbb{R}^n \) and \( u \in S(\mathbb{R}^n) \),
\[
\frac{\varepsilon}{4\pi} \left[ \frac{|B(v)\xi|^2}{\lambda^{4/3}} \psi \left( \frac{|B(v)\eta|^2 + F(v)}{\lambda^{2/3}} \right) \right] \left. \right|_{\text{Wick}} u, u + \|B(v)\nabla_\xi u\|^2_{L^2} + \|\sqrt{F(v)} u\|^2_{L^2} \leq C \|\langle B(v)\xi\rangle^{-s} Pu\|_{L^2} \|\langle B(v)\xi\rangle^s u\|_{L^2} + c_2 \varepsilon \left( [1 + |B(v)\eta|^2 + F(v)] \right) \left. \right|_{\text{Wick}} u, u. \tag{78}
\]

**Lemma 3.11.** There exists \( c_3 > 0 \) such that for all \( \xi \in \mathbb{R}^n \) and \( u \in S(\mathbb{R}^n) \),
\[
\left| \|B(v)\nabla_\xi u\|_{L^2} + \|\sqrt{F(v)} u\|^2_{L^2} - \left[ 4\pi^2 |B(v)\eta|^2 + F(v) \right] \right|_{\text{Wick}} u, u \right| \leq c_3 \|\langle B(v)\xi\rangle^{-s} Pu\|_{L^2} \|\langle B(v)\xi\rangle^s u\|_{L^2}.
\]

**Proof of Lemma 3.11.** By using (161) and (162), we may write that
\[
F(v) \left. \right|_{\text{Wick}} = F(v) + r_1^w,
\tag{79}
\]
where \( r_1 \) is the real-valued symbol depending only on the variable \( v \) given by
\[
r_1(v) = \int_0^1 \int_{\mathbb{R}^n} (1 - \theta) \nabla_v^2 (F(v))(v + \theta \tilde{v}) \tilde{v}^2 e^{-2|\theta\tilde{v}|^2} 2^{n/2} d\tilde{v} d\theta.
\]
The notation
\[
\nabla_v^2 (F(v))(v + \theta \tilde{v}),
\]
denotes the second derivative with respect to the variable \( v \) of the function \( F(v) \) evaluated in the point \( v + \theta \tilde{v} \in \mathbb{R}^n \). Since from (47),
\[
\left| \nabla_v^2 (F(v)) \right| \lesssim \langle v \rangle^7 \text{ and } \left( \frac{v}{\theta \tilde{v}} \right) \lesssim \langle v + \theta \tilde{v} \rangle \lesssim \langle v \rangle \langle \theta \tilde{v} \rangle,
\tag{80}
\]
we obtain by using again (47) that
\[
|\langle r_1^w u, u \rangle| = |\langle r_1(v) u, u \rangle| \lesssim \|\langle v \rangle^{7/2} u\|^2_{L^2} \lesssim \|\sqrt{F(v)} u\|^2_{L^2}, \tag{81}
\]
because \( |r_1(v)| \lesssim \langle v \rangle^7 \). It follows from (56), (79) and (81) that
\[
\left| \|\sqrt{F(v)} u\|^2_{L^2} - (F(v) \left. \right|_{\text{Wick}} u, u \right| \lesssim \|\langle B(v)\xi\rangle^{-s} Pu\|_{L^2} \|\langle B(v)\xi\rangle^s u\|_{L^2}, \tag{82}
\]
uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \). By writing \( D_v = i^{-1} \nabla_v \), we deduce from symbolic calculus and (46) that
\[
D_v A(v) D_v = D_v \left[ A(v) \eta + ivr_2(v) \right]^w, \tag{83}
\]
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where \( r_2 \) is a real-valued symbol depending only on the variable \( v \) and verifying
\[
|r_2(v)| \lesssim \langle v \rangle^{7+1}. \tag{84}
\]

It follows from the Cauchy-Schwarz inequality, (47), (56) and (84) that
\[
\big| (D_v r_2(v) u, u) \big| = \big| \langle \langle \nu^{-\gamma/2} r_2(v) u, \langle \nu^{7/2} \nabla_v u \rangle \rangle \big| \tag{85}
\]
\[
\lesssim \| \langle \langle \nu^{\gamma/2} \nabla_v u \rangle \rangle \|_{L^2} \| \langle \nu^{7/2} \nabla_v u \rangle \|_{L^2} \tag{86}
\]
\[
\lesssim \| \langle \nu^{\gamma/2} \nabla_v u \rangle \|_{L^2}^2 + \| \langle \nu^{7/2} \nabla_v u \rangle \|_{L^2}^2 \lesssim \| \sqrt{F(v)}u \|_{L^2}^2 + \| \langle \nu^{7/2} \nabla_v u \rangle \|_{L^2}^2 \tag{87}
\]
\[
\lesssim \| \langle \nu \rangle^{-s} P u \|_{L^2} \| \langle \nu \rangle^s u \|_{L^2}, \tag{88}
\]
uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \). On the other hand, we may also write by using symbolic calculus, (46) and (48) that
\[
D_v (A(v) \eta)^w = \left[ |B(v)\eta|^2 + i r_3(v) \eta \right]^w = \left[ |B(v)\eta|^2 \right]^w + i r_3(v) D_v + r_4(v), \tag{89}
\]
where \( r_3 \) and \( r_4 \) are some real-valued symbols depending only on the variable \( v \) and verifying
\[
|r_3(v)| \lesssim \langle v \rangle^{7+1} \text{ and } |r_4(v)| \lesssim \langle v \rangle. \tag{90}
\]

It then follows from the Cauchy-Schwarz inequality, (47), (56) and (90) that
\[
\big| (ir_3(v)D_v u, u) \big| = \big| \langle \langle \nu^{\gamma/2} \nabla_v u, (\nu^{-\gamma/2} r_3(v) u) \rangle \rangle \big| \tag{91}
\]
\[
\lesssim \| \langle \langle \nu^{\gamma/2} \nabla_v u \rangle \rangle \|_{L^2} \| \langle \nu^{\gamma/2} \nabla_v u \rangle \|_{L^2} \lesssim \| \langle \nu^{7/2} \nabla_v u \rangle \|_{L^2}^2 + \| \langle \nu^{\gamma/2} \nabla_v u \rangle \|_{L^2}^2 \tag{92}
\]
\[
\lesssim \| \langle \nu^{\gamma/2} \nabla_v u \rangle \|_{L^2}^2 + \| \sqrt{F(v)}u \|_{L^2}^2 \lesssim \| \langle \nu \rangle^{-s} P u \|_{L^2} \| \langle \nu \rangle^s u \|_{L^2}, \tag{93}
\]
and
\[
\big| (r_4(v) u, u) \big| \lesssim \| \langle \nu^{\gamma/2} \nabla_v u \rangle \|_{L^2}^2 \lesssim \| \sqrt{F(v)}u \|_{L^2}^2 \lesssim \| \langle \nu \rangle^{-s} P u \|_{L^2} \| \langle \nu \rangle^s u \|_{L^2}, \tag{94}
\]
uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \). One can therefore deduce from (48), (83), (88), (89), (91) and (94) that
\[
\| B(v) \nabla_v u \|_{L^2}^2 - \left( \| \langle \nu \rangle^2 \right)^w u, u) \big| \lesssim \| \langle \nu \rangle^{-s} P u \|_{L^2} \| \langle \nu \rangle^s u \|_{L^2}, \tag{95}
\]
uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \). In view of (82) and (95), it remains to prove that
\[
4\pi^2 \left( \| \langle \nu \rangle^2 \right)^w \langle \nu \rangle^w, u, u \big) \big| \lesssim \| \langle \nu \rangle^{-s} P u \|_{L^2} \| \langle \nu \rangle^s u \|_{L^2}, \tag{96}
\]
uniformly with respect to the parameter \( \xi \in \mathbb{R}^n \); in order to end the proof of Lemma 3.11. Notice from (161) and (162) that we may write
\[
\left( |B(v)\eta|^2 \right)^{\text{Wick}} = \frac{1}{(2\pi)^2} \left( |B(v)\eta|^2 \right)^w + R(v, \eta)^w, \tag{97}
\]
with
\[
R(v, \eta) = \int_0^1 \int_{\mathbb{R}^n} (1 - \theta) \nabla_v \eta ( |B(v)\eta|^2 ) (v + \theta \tilde{v}, \eta + \theta \tilde{\eta}).(\tilde{v}, \tilde{\eta})^2 e^{-2\pi |(\tilde{v}, \tilde{\eta})|^2 2^n d\tilde{v} d\tilde{\eta} d\theta}.
\]
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The factor $2\pi$ comes from the fact that we are using here the normalization of the Weyl quantization defined in (64) which differs from the one used in the appendix (See (163)). Define

$$R_1 = \int_0^1 \int_{\mathbb{R}^{2n}} (1 - \theta) \nabla_\eta^2 (|B(v)\eta|^2) (v + \theta \tilde{v}, \eta + \theta \tilde{\eta}).\tilde{\eta}^2 e^{-2\pi |(\tilde{v}, \tilde{\eta})|^2} 2^n \tilde{d}v \tilde{d}\tilde{\eta} \tilde{d}\theta,$$

$$R_2 = \int_0^1 \int_{\mathbb{R}^{2n}} (1 - \theta) \nabla_v \nabla_\eta(|B(v)\eta|^2) (v + \theta \tilde{v}, \eta + \theta \tilde{\eta}).(\tilde{v}, \tilde{\eta})^2 e^{-2\pi |(\tilde{v}, \tilde{\eta})|^2} 2^n \tilde{d}v \tilde{d}\tilde{\eta} \tilde{d}\theta$$

and

$$R_3 = \int_0^1 \int_{\mathbb{R}^{2n}} (1 - \theta) \nabla_v^2 (|B(v)\eta|^2) (v + \theta \tilde{v}, \eta + \theta \tilde{\eta}).\tilde{v}^2 e^{-2\pi |(\tilde{v}, \tilde{\eta})|^2} 2^n \tilde{d}v \tilde{d}\tilde{\eta} \tilde{d}\theta.$$

We first notice that the symbol $R_1$ only depends on the variable $v$. We then notice from (49) that

$$|\nabla_v^2 (|B(v)\eta|^2)| \lesssim \langle v \rangle^{\gamma + 2}.$$ 

(98)

By using (80) as above, one can estimate the function $R_1(v)$ from above as

$$|R_1(v)| \lesssim \langle v \rangle^{\gamma + 2}.$$ 

This therefore implies that

$$\left| \left( R_1 \left( v, \frac{\eta}{2\pi} \right)^w u, u \right) \right| \lesssim \| \langle v \rangle^{\frac{1}{2} + 1} u \|^2_{L^2} \lesssim \| \sqrt{F(v)} u \|_{L^2}^2 \lesssim \| \langle B(v)\xi \rangle^{-\gamma} Pu \|_{L^2} \| \langle B(v)\xi \rangle^\gamma u \|_{L^2},$$

(99)

uniformly with respect to the parameter $\xi \in \mathbb{R}^n$; by using (47) and (56). We then notice always from (49) that

$$|\nabla_\eta (|B(v)\eta|^2)| \lesssim \langle v \rangle \langle \eta \rangle^{\gamma + 1} |\eta|,$$

and that the term $\nabla_v \nabla_\eta (|B(v)\eta|^2)$ is linear in the variable $\eta$. By using again (49), this shows that we may write the symbol $R_2(v, \eta/(2\pi))$ as

$$R_2 \left( v, \frac{\eta}{2\pi} \right) = a(v) \eta + b(v),$$

where $a$ and $b$ are smooth functions verifying for all $\alpha, \beta \in \mathbb{N}^n$,

$$|\partial_\alpha^a a(v)| + |\partial_\beta^b b(v)| \lesssim \langle v \rangle^{\gamma + 1}.$$ 

Thus, we may write by using symbolic calculus that

$$R_2 \left( v, \frac{\eta}{2\pi} \right)^w = a(v)D_v + \tilde{b}(v),$$

where $\tilde{b}$ is a smooth function fulfilling for all $\alpha \in \mathbb{N}^n$,

$$|\partial_\alpha^a \tilde{b}(v)| \lesssim \langle v \rangle^{\gamma + 1}.$$

It follows from the Cauchy-Schwarz inequality, (47) and (56) that

$$\left| \left( R_2 \left( v, \frac{\eta}{2\pi} \right)^w u, u \right) \right| \lesssim \| \langle v \rangle^{\gamma/2} \nabla_v u \|^2_{L^2} \| \langle v \rangle^{-\gamma/2} a(v) u \|^2_{L^2} + \| \langle v \rangle^{\gamma + 1} u \|^2_{L^2} \lesssim \| \langle v \rangle^{\gamma/2} \nabla_v u \|^2_{L^2} + \| \sqrt{F(v)} u \|^2_{L^2} \lesssim \| \langle B(v)\xi \rangle^{-\gamma} Pu \|_{L^2} \| \langle B(v)\xi \rangle^\gamma u \|_{L^2},$$

(100)

(101)

(102)
uniformly with respect to the parameter $\xi \in \mathbb{R}^n$. We finally notice from (49) that

$$|\nabla^2_v (|B(v)\eta|^2)| \lesssim \langle v \rangle^7 |\eta|^2,$$

and that the term $\nabla^2_v (|B(v)\eta|^2)$ is quadratic in the variable $\eta$. By using again (49), this shows that we may write the symbol $R_3(v, \eta/(2\pi))$ as

$$R_3 \left( v, \frac{\eta}{2\pi} \right) = a(v)|\eta|^2 + b(v)\eta + c(v),$$

where $a$, $b$ and $c$ are smooth functions verifying for all $\alpha_1, \alpha_2, \alpha_3 \in \mathbb{N}^n$,

$$|\partial^{\alpha_1} a(v)| + |\partial^{\alpha_2} b(v)| + |\partial^{\alpha_3} c(v)| \lesssim \langle v \rangle^7.$$

Thus, we may write by using symbolic calculus that

$$R_3 \left( v, \frac{\eta}{2\pi} \right)^w = \nabla_v \tilde{a}(v)\nabla_v + \tilde{b}(v)\nabla_v + \tilde{c}(v),$$

where $\tilde{a}$, $\tilde{b}$, $\tilde{c}$ are smooth functions verifying for all $\alpha_1, \alpha_2, \alpha_3 \in \mathbb{N}^n$,

$$|\partial^{\alpha_1} \tilde{a}(v)| + |\partial^{\alpha_2} \tilde{b}(v)| + |\partial^{\alpha_3} \tilde{c}(v)| \lesssim \langle v \rangle^7.$$

It follows from the Cauchy-Schwarz inequality, (47) and (56) that

$$\left| \left( R_3 \left( v, \frac{\eta}{2\pi} \right)^w u, u \right) \right| \lesssim \| \langle v \rangle^{7/2} \nabla_u \|_{L^2} \| \langle v \rangle^{-7/2} \tilde{a}(v) \langle v \rangle^{7/2} \nabla_u \|_{L^2} + \langle v \rangle^{7/2} u \|_{L^2}^2$$

$$+ \| \langle v \rangle^{7/2} \nabla_u \|_{L^2} \| \langle v \rangle^{-7/2} \tilde{b}(v) u \|_{L^2} \lesssim \| \langle v \rangle^{7/2} \nabla_u \|_{L^2}^2 + \| \langle v \rangle^{7/2} u \|_{L^2}^2$$

$$\lesssim \| \langle v \rangle^{7/2} \nabla_u \|_{L^2}^2 + \| (B(v)\xi)^{-s} Pu \|_{L^2} \| (B(v)\xi)^s u \|_{L^2},$$

uniformly with respect to the parameter $\xi \in \mathbb{R}^n$. One can then deduce from (99), (100) and (103) that

$$\left| \left( R \left( v, \frac{\eta}{2\pi} \right)^w u, u \right) \right| \lesssim \| (B(v)\xi)^{-s} Pu \|_{L^2} \| (B(v)\xi)^s u \|_{L^2},$$

uniformly with respect to the parameter $\xi \in \mathbb{R}^n$. According to (97), this proves the estimate (96) and ends the proof of Lemma 3.11.  \(\square\)

3.1.2. Proof of Proposition 3.1

We now take advantage of all the results proved previously. In particular, it follows from Lemma 3.11 and (78) that there exist $0 < \varepsilon_0 \leq 1$ and $c_4 > 0$ such that for all $\xi \in \mathbb{R}^n$, $0 < \varepsilon \leq \varepsilon_0$ and $u \in S(\mathbb{R}^n)$,

$$\varepsilon \left( \frac{|B(v)|^2}{\lambda^{4/3}} \psi \left( \frac{|B(v)|^2 + F(v)}{\lambda^{2/3}} \right) \right)^{\text{Wick}} u, u \right) + \| B(v) \nabla_u \|_{L^2}^2 + \| \sqrt{F(v)} u \|_{L^2}^2$$

$$\leq c_4 \| (B(v)\xi)^{-s} Pu \|_{L^2} \| (B(v)\xi)^s u \|_{L^2} + c_4 \| u \|_{L^2}^2.$$
Notice from (159) and (160) that we have it follows from (157) that there exists on the support of the function exists.

By using again that the Wick quantization is a positive quantization (157), we deduce that there exists

This is the crucial step where we use that the multiplier (55) creates the good term

Another use of Lemma 3.11 shows that there exists $c_5 > 0$ such that for all $\xi \in \mathbb{R}^n$, $0 < \varepsilon \leq \varepsilon_0$ and $u \in S(\mathbb{R}^n)$,

$$
\varepsilon \left[ \frac{|B(v)|^2}{\lambda^{4/3}} \psi \left( \frac{|B(v)\eta|^2 + F(v)}{\lambda^{2/3}} \right) \right]^{\text{Wick}} u, u + \|u\|_{L^2}^2 + \left( \left( 4\pi^2 |B(v)\eta|^2 + F(v) \right) \right)^{\text{Wick}} u, u \\
\leq c_5 \|B(v)\xi \rangle^{-s} Pu\|_{L^2} \|u\|_{L^2} + c_5 \|u\|_{L^2}^2. 
$$

Notice from (53) and (54) that

$$
\varepsilon \left[ \frac{|B(v)\xi|^2}{\lambda^{4/3}} \psi \left( \frac{|B(v)\eta|^2 + F(v)}{\lambda^{2/3}} \right) \right] + 4\pi^2 |B(v)\eta|^2 + F(v) + 1 \geq 0
$$

on the support of the function

$$
1 - \psi \left( \frac{|B(v)\eta|^2 + F(v)}{\lambda^{2/3}} \right).
$$

This is the crucial step where we use that the multiplier (55) creates the good term

$$
\varepsilon \left[ \frac{|B(v)\xi|^2}{\lambda^{4/3}} \psi \left( \frac{|B(v)\eta|^2 + F(v)}{\lambda^{2/3}} \right) \right] \geq \varepsilon \lambda^{2/3},
$$

when $0 < \varepsilon \leq 1$; since

$$
|B(v)\eta|^2 + F(v) \geq \lambda^{2/3},
$$

in order to control the quantity $\lambda^{2/3}$ in the region of the phase space where

$$
|B(v)\eta|^2 + F(v) \leq \lambda^{2/3}.
$$

By using again that the Wick quantization is a positive quantization (157), we deduce that there exists $c_6 > 0$ such that for all $\xi \in \mathbb{R}^n$ and $u \in S(\mathbb{R}^n)$,

$$
\left( \left( \lambda^{2/3} \right)^{\text{Wick}} u, u \right) \leq c_6 \|B(v)\xi \rangle^{-s} Pu\|_{L^2} \|u\|_{L^2} + c_6 \|u\|_{L^2}^2. 
$$

Since from (53),

$$
\langle B(v)\xi \rangle^{2/3} \leq \lambda^{2/3},
$$

it follows from (157) that there exists $c_7 > 0$ such that for all $\xi \in \mathbb{R}^n$ and $u \in S(\mathbb{R}^n)$,

$$
\left( \left( \langle B(v)\xi \rangle^{2/3} \right)^{\text{Wick}} u, u \right) \leq c_7 \|B(v)\xi \rangle^{-s} Pu\|_{L^2} \|u\|_{L^2} + c_7 \|u\|_{L^2}^2. 
$$

Notice from (159) and (160) that we have

$$
m(v, \xi)^2 = \left( \langle B(v)\xi \rangle^{2/3} \right)^{\text{Wick}},
$$
where we recall that the quantity \( m(v, \xi) \) is defined in the statement of Proposition 3.1. We finally obtain from (56) and (109) that there exists \( c_8 > 0 \) such that for all \( \xi \in \mathbb{R}^n \) and \( u \in \mathcal{S}(\mathbb{R}^n) \),

\[
\|m(v, \xi)u\|_{L^2}^2 + \|B(v)\nabla_v u\|_{L^2}^2 + \|\sqrt{F(v)}u\|_{L^2}^2 \leq c_8 \|\langle B(v)\xi \rangle^{-s}Pu\|_{L^2}\|\langle B(v)\xi \rangle^s u\|_{L^2} + c_8 \|u\|_{L^2}^2.
\]

This ends the proof of Proposition 3.1. \( \square \)

The next proposition follows directly from Proposition 3.1 and gives first non-optimal hypoelliptic estimates fulfilled by generalized linear Landau-type operators. Notice that this estimate will be instrumental in the proof of Theorem 1.1.

**Proposition 3.12.** Let \( P \) be a generalized linear Landau-type operator fulfilling the assumptions (46), (47), (48), (49) and (50). Then, there exists a constant \( C > 0 \) such that for all \( \xi \in \mathbb{R}^n \) and \( u \in \mathcal{S}(\mathbb{R}^n) \),

\[
\|m(v, \xi)u\|_{L^2}^2 + \|B(v)\nabla_v u\|_{L^2}^2 + \|\sqrt{F(v)}u\|_{L^2}^2 \leq C\left(\|Pu\|_{L^2}^2 + \|u\|_{L^2}^2\right)
\]

and

\[
\|\langle \gamma/6 \rangle |\xi|^{1/3}u\|_{L^2}^2 + \|B(v)\nabla_v u\|_{L^2}^2 + \|\langle \gamma/3 + 1 \rangle u\|_{L^2}^2 \leq C\left(\|Pu\|_{L^2}^2 + \|u\|_{L^2}^2\right),
\]

with

\[
m(v, \xi) = \left( \int_{\mathbb{R}^n} \langle B(v + \tilde{v})\xi \rangle^{2/3}e^{-2\pi \tilde{v}^2/2}d\tilde{v} \right)^{1/2},
\]

where the notation \( \| \cdot \| \) stands for the \( L^2(\mathbb{R}^n) \)-norm.

**Proof of Proposition 3.12.** We deduce directly the first estimate from Proposition 3.1 by taking \( s = 0 \). To prove the second estimate, we just need to use (47) and to prove that

\[
\langle \gamma/3 \rangle |\xi|^{2/3} \lesssim m(v, \xi)^2.
\]

By using that

\[
\frac{\langle a \rangle}{\langle b \rangle} \lesssim \langle a + b \rangle \lesssim \langle a \rangle \langle b \rangle,
\]

it follows from (50) that

\[
m(v, \xi)^2 \gtrsim \int_{\mathbb{R}^n} |B(v + \tilde{v})\xi|^{2/3}e^{-2\pi \tilde{v}^2}d\tilde{v} \gtrsim \int_{\mathbb{R}^n} \langle v + \tilde{v} \rangle^{\gamma/3}|\xi|^{2/3}e^{-2\pi \tilde{v}^2}d\tilde{v}
\]

\[
\gtrsim \int_{\mathbb{R}^n} \langle \tilde{v} \rangle^{\gamma/3}|\xi|^{2/3}e^{-2\pi \tilde{v}^2}d\tilde{v} \gtrsim \langle v \rangle^{\gamma/3}|\xi|^{2/3}.
\]

This ends the proof of Proposition 3.12. \( \square \)
3.2. Hypoelliptic estimates for linear Landau-type operators

This section is devoted to the proof of Theorem 1.1. We consider a linear Landau-type operator

\[ P = iv.D_x + D_v.\lambda(v)D_v + Q.\mu(v)Q + F(v), \quad x,v \in \mathbb{R}^3; \quad (111) \]

with \( D_x = i^{-1}\partial_x, \) \( D_v = i^{-1}\partial_v, \) \( \gamma \in [-3,1], \) where \( Q = v \wedge D_v \) stands also for the vector-valued operator defined by the Weyl quantization of the vector-valued symbol \( v \wedge \eta; \) and where \( F, \lambda \) and \( \mu \) are some positive functions satisfying (43) and (44). As mentioned previously, a linear Landau-type operator is a generalized linear Landau-type operator with \( B(v) \) explicitly defined in (51).

Starting from the a priori estimate proved in the previous section, we shall now establish sharp hypoelliptic estimates with loss of \( 4/3 \) derivatives for linear Landau-type operators. As in the Fokker-Planck case, we split the proof of Theorem 1.1 into two parts deriving separately estimates for the spatial derivatives and the velocity variables.

### 3.2.1. Spatial derivatives estimates

The aim of this subsection is to give a proof of the following Proposition:

**Proposition 3.13.** Let \( P \) be the linear Landau-type operator defined in (111). Then, there exists \( C > 0 \) such that for all \( u \in \mathcal{S}(\mathbb{R}^{6}_{x,v}), \)

\[ \| \langle B(v)D_x \rangle^{2/3}u \|_{L^2}^2 \leq C(\| Pu \|_{L^2}^2 + \| u \|_{L^2}^2) \]

and

\[ \| \langle v \rangle^{\gamma/3}|D_x|^{2/3}u \|_{L^2}^2 + \| \langle v \rangle^{\gamma/3}|v \wedge D_x|^{2/3}u \|_{L^2}^2 \leq C(\| Pu \|_{L^2}^2 + \| u \|_{L^2}^2), \]

where \( \| \cdot \|_{L^2} \) stands for the \( L^2(\mathbb{R}^6_{x,v}) \)-norm.

We obtain from Proposition 3.12 and (47) the estimate

\[ \| m(v,\xi)u \|_{L^2}^2 + \| B(v) \nabla_v u \|_{L^2}^2 + \| \langle v \rangle^{2+1} u \|_{L^2}^2 \lesssim \| Pu \|_{L^2}^2 + \| u \|_{L^2}^2, \quad (112) \]

uniformly with respect to the parameter \( \xi \in \mathbb{R}^n; \) where the notation \( \| \cdot \|_{L^2} \) stands for the \( L^2(\mathbb{R}^n) \)-norm and

\[ m(v,\xi) = \left( \int_{\mathbb{R}^3} \langle B(v + \tilde{v}) \xi \rangle^{2/3} e^{-2\pi \tilde{v}^2/2} d\tilde{v} \right)^{1/2}. \]

In the specific case of a linear Landau-type operator, one can simply estimate from below the term \( m(v,\xi). \)

**Lemma 3.14.** There exists \( C > 0 \) such that for all \( v \in \mathbb{R}^3 \) and \( \xi \in \mathbb{R}^3, \)

\[ \langle B(v)\xi \rangle^{1/3} \leq C m(v,\xi). \]
Proof of Lemma 3.14. According to (52), we may write that

\[ m(v, \xi)^2 = \int_{\mathbb{R}^3} (1 + |\sqrt{\lambda(v + \bar{v})r}|^2 + |\sqrt{\mu(v + \bar{v})(v + \bar{v}) \wedge \xi}|^2)^{1/3} e^{-2\pi \bar{v}^2} 2^{3/2} d\bar{v}. \]

This implies that

\[ m(v, \xi)^2 \gtrsim 1 + \int_{\mathbb{R}^3} |\sqrt{\mu(v + \bar{v})(v + \bar{v}) \wedge \xi}|^{2/3} e^{-2\pi \bar{v}^2} d\bar{v} + \int_{\mathbb{R}^3} |\sqrt{\lambda(v + \bar{v})r}|^{2/3} e^{-2\pi \bar{v}^2} d\bar{v}. \tag{113} \]

By using (110), one can then notice from (44) that

\[ \int_{\mathbb{R}^3} |\sqrt{\lambda(v + \bar{v})r}|^{2/3} e^{-2\pi \bar{v}^2} d\bar{v} \gtrsim \int_{\mathbb{R}^3} (v + \bar{v})^{\gamma/3}|\xi|^{2/3} e^{-2\pi \bar{v}^2} d\bar{v} \gtrsim \int_{\mathbb{R}^3} \langle v \rangle^{\gamma/3}|\xi|^{2/3} e^{-2\pi \bar{v}^2} d\bar{v} \gtrsim \langle v \rangle^{\gamma/3}|\xi|^{2/3}. \]

We therefore obtain that

\[ m(v, \xi)^2 \gtrsim 1 + \langle v \rangle^{\gamma/3}|\xi|^{2/3} + \int_{\mathbb{R}^3} |\sqrt{\mu(v + \bar{v})(v + \bar{v}) \wedge \xi}|^{2/3} e^{-2\pi \bar{v}^2} d\bar{v}. \tag{114} \]

On the other hand, we also deduce from (44) and (110) that

\[ \int_{\mathbb{R}^3} |\sqrt{\mu(v + \bar{v})(v + \bar{v}) \wedge \xi}|^{2/3} e^{-2\pi \bar{v}^2} d\bar{v} \gtrsim \int_{\mathbb{R}^3} (v + \bar{v})^{\gamma/3}|\xi|^{2/3} e^{-2\pi \bar{v}^2} d\bar{v} \gtrsim \int_{\mathbb{B}(0,1)} (v + \bar{v})^{\gamma/3}|\xi|^{2/3} d\bar{v} \gtrsim \int_{\mathbb{B}(0,1)} \langle v \rangle^{\gamma/3}|\xi|^{2/3} d\bar{v}, \]

where \( \mathbb{B}(0,1) \) stands for the closed unit ball in \( \mathbb{R}^3 \). By noticing that we have

\[ |(v + \bar{v}) \wedge \xi| \geq |v \wedge \xi| - |\bar{v} \wedge \xi| \geq |v \wedge \xi| - |\bar{v}| |\xi| \geq |v \wedge \xi| - |\xi| \geq \frac{1}{2} |v \wedge \xi|, \]

when \( |\bar{v}| \leq 1 \) and \( 2|\xi| \leq |v \wedge \xi| \), it follows that

\[ \int_{\mathbb{R}^3} |\sqrt{\mu(v + \bar{v})(v + \bar{v}) \wedge \xi}|^{2/3} e^{-2\pi \bar{v}^2} d\bar{v} \gtrsim \langle v \rangle^{\gamma/3}|v \wedge \xi|^{2/3}, \]

when \( 2|\xi| \leq |v \wedge \xi| \). Since

\[ \langle v \rangle^{\gamma/3}|\xi|^{2/3} \gtrsim \langle v \rangle^{\gamma/3}|v \wedge \xi|^{2/3}, \]

when \( 2|\xi| \geq |v \wedge \xi| \), it follows from (43), (44), (52) and (114) that

\[ m(v, \xi)^2 \gtrsim 1 + \langle v \rangle^{\gamma/3}|\xi|^{2/3} + \langle v \rangle^{\gamma/3}|v \wedge \xi|^{2/3} \gtrsim 1 + |\sqrt{\lambda(v)}\xi|^{2/3} + |\sqrt{\mu(v)}v \wedge \xi|^{2/3} \gtrsim \langle B(v) \xi \rangle^{2/3}. \tag{115} \]

This proves Lemma 3.14. □
By coming back to the direct side in the $x$ variable, we deduce from Lemma 3.14 and (112) that there exists $C > 0$ such that for all $u \in \mathcal{S}(\mathbb{R}^{6}_{x,v})$,

$$
\| (B(v)D_{x})^{1/3}u \|_{L^2}^2 + \| B(v) \nabla_v u \|_{L^2}^2 + \| (v)^{\frac{1}{2}} u \|_{L^2}^2 \leq C(\| Pu \|_{L^2}^2 + \| u \|_{L^2}^2),
$$

(116)

where $\| \cdot \|$ stands for the $L^2(\mathbb{R}^{6}_{x,v})$-norm. According to (44), (50) and (115), this implies in particular that

$$
\| (v)^{\gamma/6} |D_x|^{1/3} u \|_{L^2}^2 + \| (v)^{\gamma/6} v \wedge D_x |^{1/3} u \|_{L^2}^2 + \| (v)^{\gamma/2} \nabla_v u \|_{L^2}^2 + \| (v)^{\frac{1}{2}} u \|_{L^2}^2
\lesssim \| Pu \|_{L^2}^2 + \| u \|_{L^2}^2.
$$

(117)

We shall now improve these estimates and prove Proposition 3.13 by using an argument of commutation.

**Lemma 3.15.** For any $s \in \mathbb{R}$, we have

$$
\| (B(v)\xi)^{-s}[D_v, \lambda(v) D_v, (B(v)\xi)^s] u \|_{L^2}^2 \lesssim \| (v)^{\gamma} \nabla_v u \|_{L^2}^2 + \| (v)^{\gamma} u \|_{L^2}^2,
$$

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^3$; where $\| \cdot \|_{L^2}$ stands for the $L^2(\mathbb{R}^3_v)$ norm.

**Proof of Lemma 3.15.** We may write that

$$
\langle B(v)\xi\rangle^{-s}[D_v, \lambda(v) D_v, (B(v)\xi)^s] = \langle B(v)\xi\rangle^{-s}\left(D_v, \lambda(v) [D_v, (B(v)\xi)^s] + [D_v, (B(v)\xi)^s] \lambda(v) D_v\right).
$$

(118)

Symbolic calculus shows that

$$
[D_v, (B(v)\xi)^s] = \frac{1}{i} \nabla_v ((B(v)\xi)^s).
$$

(119)

It follows from Lemma 3.2 and (43) that

$$
\| (B(v)\xi)^{-s}[D_v, (B(v)\xi)^s], \lambda(v) D_v u \|_{L^2}^2 = \| (B(v)\xi)^{-s} \nabla_v ((B(v)\xi)^s) \lambda(v) D_v u \|_{L^2}^2
\lesssim \| (v)^{\gamma} \nabla_v u \|_{L^2}^2,
$$

(120)

since

$$
\| (B(v)\xi)^{-s} \nabla_v ((B(v)\xi)^s) \| \lesssim 1,
$$

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^3$. Notice from Lemma 3.2 and (43) that

$$
\lambda(v) \nabla_v ((B(v)\xi)^s) \in S((v)^{\gamma} \langle B(v)\xi^s, dv^2 + d\eta^2\rangle).
$$

(121)

Keeping in mind (119), another use of symbolic calculus shows that we may write

$$
\langle B(v)\xi\rangle^{-s} D_v, \lambda(v) [D_v, (B(v)\xi)^s] = \frac{1}{i} \langle B(v)\xi\rangle^{-s} \lambda(v) \nabla_v ((B(v)\xi)^s) \cdot D_v + b(v, \xi),
$$

(122)
where $b$ is a smooth function depending only on the variable $v$ and the parameter $\xi \in \mathbb{R}^3$, and verifying

$$|b(v, \xi)| \lesssim \langle v \rangle^\gamma,$$

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^3$. It follows from (121), (122) and (123) that

$$
\|\langle B(v)\xi \rangle^{-\theta} D_v \gamma (v) [D_v, \langle B(v)\xi \rangle^a] u\|_{L^2}^2
\lesssim \|\langle B(v)\xi \rangle^{-\theta} \lambda(v) \nabla_v (\langle B(v)\xi \rangle^a) D_v u\|_{L^2}^2 + \|b(v, \xi) u\|_{L^2}^2 \lesssim \|\langle v \rangle^\gamma \nabla_v u\|_{L^2}^2 + \|\langle v \rangle^\gamma u\|_{L^2}^2,
$$

(124)

since

$$\|\langle B(v)\xi \rangle^{-\theta} \gamma (v) \nabla_v (\langle B(v)\xi \rangle^a)\| \lesssim \langle v \rangle^\gamma,$$

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^3$. One can then deduce from (118), (120) and (124) the estimate of Lemma 3.15. \(\Box\)

**Lemma 3.16.** For any $s \in \mathbb{R}$, we have

$$
\|\langle B(v)\xi \rangle^{-\theta} [Q, \mu(v) Q, \langle B(v)\xi \rangle^a] u\|_{L^2}^2 \lesssim \|\langle v \rangle^{\gamma+1} Q u\|_{L^2}^2 + \|\langle v \rangle^{\gamma+2} u\|_{L^2}^2,
$$

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^3$; where $\| \cdot \|_{L^2}$ stands for the $L^2(\mathbb{R}^3)$ norm.

**Proof of Lemma 3.16.** We may write that

$$
\langle B(v)\xi \rangle^{-\theta} [Q, \mu(v) Q, \langle B(v)\xi \rangle^a] = \langle B(v)\xi \rangle^{-\theta} (Q, \mu(v)) [Q, \langle B(v)\xi \rangle^a] + [Q, \langle B(v)\xi \rangle^a, \mu(v) Q].
$$

(125)

Since

$$
Q = (v \wedge \eta)^w = \left(\begin{array}{c}
v_2 D_{v_3} - v_3 D_{v_2} \\
v_3 D_{v_1} - v_1 D_{v_3} \\
v_1 D_{v_2} - v_2 D_{v_1}
\end{array}\right),
$$

(126)

symbolic calculus and Lemma 3.2 show that

$$[Q, \langle B(v)\xi \rangle^a] = a(v, \xi),
$$

(127)

where $a$ is a smooth function depending only on the variable $v$ and the parameter $\xi$ in $\mathbb{R}^3$, and verifying

$$a \in S(\langle v \rangle \langle B(v)\xi \rangle^a, d\nu^2 + d\eta^2),
$$

(128)

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^3$. It follows from (43), (127) and (128) that

$$
\|\langle B(v)\xi \rangle^{-\theta} [Q, \langle B(v)\xi \rangle^a, \mu(v) Q u]\|_{L^2}^2 \lesssim \|\langle v \rangle^{\gamma+1} Q u\|_{L^2}^2,
$$

(129)

since

$$\|\langle B(v)\xi \rangle^{-\theta} \mu(v) a(v, \xi)\| \lesssim \langle v \rangle^{\gamma+1},
$$

uniformly with respect to the parameter $\xi$ in $\mathbb{R}^3$. Setting

$$b(v, \xi) = \mu(v) [Q, \langle B(v)\xi \rangle^a],
$$

(130)
it follows from (43), (127) and (128) that
\[
b \in \mathcal{S}(\langle v \rangle^{\gamma+1} (B(v)\xi)^s, dv^2 + d\eta^2),
\]
uniformly with respect to the parameter \( \xi \) in \( \mathbb{R}^3 \). According to (126), (130) and (131), symbolic calculus shows that
\[
\left[ Q, \mu(v)[Q, (B(v)\xi)^s] \right] = c(v, \xi),
\]
where \( c \) is a smooth function depending only on the variable \( v \) and the parameter \( \xi \) in \( \mathbb{R}^3 \), and verifying
\[
c \in \mathcal{S}(\langle v \rangle^{\gamma+2} (B(v)\xi)^s, dv^2 + d\eta^2),
\]
uniformly with respect to the parameter \( \xi \) in \( \mathbb{R}^3 \). This implies that
\[
\| (B(v)\xi)^s [Q, \mu(v)[Q, (B(v)\xi)^s]] \|_{L^2}^2 = \| (B(v)\xi)^s c(v, \xi)u \|_{L^2}^2 \lesssim \| \langle v \rangle^{\gamma+2} u \|_{L^2}^2,
\]
since
\[
|\langle B(v)\xi \rangle^{-s} c(v, \xi) | \lesssim \langle v \rangle^{\gamma+2},
\]
uniformly with respect to the parameter \( \xi \) in \( \mathbb{R}^3 \). It therefore follows from (130), (131) and (133) that
\[
\| (B(v)\xi)^s Q, \mu(v)[Q, (B(v)\xi)^s]u \|_{L^2}^2 \lesssim \| (B(v)\xi)^s b(v, \xi)Qu \|_{L^2}^2
\]
\[
+ \| (B(v)\xi)^s [Q, \mu(v)[Q, (B(v)\xi)^s]] u \|_{L^2}^2 \lesssim \| \langle v \rangle^{\gamma+1} Qu \|_{L^2}^2 + \| \langle v \rangle^{\gamma+2} u \|_{L^2}^2,
\]
since
\[
|\langle B(v)\xi \rangle^{-s} b(v, \xi) | \lesssim \langle v \rangle^{\gamma+1},
\]
uniformly with respect to the parameter \( \xi \) in \( \mathbb{R}^3 \). One can then deduce from (125), (129) and (134) the result of Lemma 3.16. \( \square \)

**Lemma 3.17.** Let \( P \) be the linear Landau-type operator defined in (111). Then
\[
\| \langle v \rangle^{\gamma+2} u \|_{L^2}^2 + \| \langle v \rangle^{\gamma+1} \nabla_v u \|_{L^2}^2 + \| \langle v \rangle^{\gamma+1} Qu \|_{L^2}^2 \lesssim \| Pu \|_{L^2}^2 + \| u \|_{L^2}^2,
\]
where \( \| \cdot \|_{L^2} \) stands for the \( L^2(\mathbb{R}_x^2) \)-norm.

**Proof of Lemma 3.17.** We may write that
\[
\text{Re}(Pu, \langle v \rangle^{\gamma+2} u) = (D_v \lambda(v)D_v u, \langle v \rangle^{\gamma+2} u) + (Q, \mu(v)Qu, \langle v \rangle^{\gamma+2} u) + \| \sqrt{F(v)} \langle v \rangle^{\gamma+1} u \|_{L^2}^2.
\]
Recalling that
\[
Q = (v \wedge \eta)^w = \begin{pmatrix} v_2D_{c_3} - v_3D_{v_2} \\ v_3D_{v_1} - v_1D_{c_3} \\ v_1D_{v_2} - v_2D_{v_3} \end{pmatrix},
\]
let us notice the key commutation
\[
[Q, \langle v \rangle^{\gamma+2}] = 0,
\]

35
coming from the direct computations
\[ [D_{v_j}, \langle v \rangle^{\gamma+2}] = \frac{\gamma + 2}{i} \langle v \rangle^{\gamma} v_j, \]
when \( j = 1, 2, 3 \). It follows from (44) that
\[ (Q, \mu(v) Qu, \langle v \rangle^{\gamma+2} u) = (\mu(v) Qu, \langle v \rangle^{\gamma+2} Qu) \gtrsim \|\langle v \rangle^{\gamma+1} Qu\|_{L^2}^2 \]  
and
\[ (\lambda(v) D_v u, \langle v \rangle^{\gamma+2} D_v u) \gtrsim \|\langle v \rangle^{\gamma+1} \nabla_v u\|_{L^2}^2. \]  
By writing that
\[ (D_v \lambda(v) D_v u, \langle v \rangle^{\gamma+2} u) = (\lambda(v) D_v u, [D_v, \langle v \rangle^{\gamma+2} u] + (\lambda(v) D_v u, \langle v \rangle^{\gamma+2} D_v u) \]  
and noticing from (44) that
\[ \|\langle v \rangle^{\gamma+2} u\|_{L^2}^2 \lesssim \|\sqrt{\mathcal{F}(v)} \langle v \rangle^{\frac{3}{2}+1} u\|_{L^2}^2, \]
we deduce from the Cauchy-Schwarz inequality, (43), (135), (136), (137) and (138) that
\[
\begin{align*}
\|\langle v \rangle^{\gamma+2} u\|_{L^2}^2 &+ \|\langle v \rangle^{\gamma+1} \nabla_v u\|_{L^2}^2 + \|\langle v \rangle^{\gamma+1} Qu\|_{L^2}^2 \\
&\lesssim \|Pu\|_{L^2}^2 + |(\lambda(v) D_v u, [D_v, \langle v \rangle^{\gamma+2} u]| \\
&\lesssim \|Pu\|_{L^2}^2 + \|\langle v \rangle^{-\gamma/2} \lambda(v) D_v u\|_{L^2} \|\langle v \rangle^{\gamma/2} [D_v, \langle v \rangle^{\gamma+2} u]\|_{L^2} \\
&\lesssim \|Pu\|_{L^2}^2 + \frac{1}{\delta} \|\langle v \rangle^{\gamma/2} \nabla_v u\|_{L^2}^2 + \delta \|\langle v \rangle^{\gamma/2} [D_v, \langle v \rangle^{\gamma+2} u]\|_{L^2}^2,
\end{align*}
\]
for any constant \( 0 < \delta \leq 1 \). Symbolic calculus shows that
\[ [D_v, \langle v \rangle^{\gamma+2}] = a(v), \]
where \( a \) is a smooth function depending only on the variable \( v \) and verifying
\[ |a(v)| \lesssim \langle v \rangle^{\gamma+1}. \]
This implies that
\[ \|\langle v \rangle^{\gamma/2} [D_v, \langle v \rangle^{\gamma+2} u]\|_{L^2}^2 \lesssim \|\langle v \rangle^{\gamma+2} u\|_{L^2}^2, \]
since \( \gamma \in [-3, 1] \). By choosing the positive constant \( 0 < \delta \ll 1 \) sufficiently small and using (117) to estimate from above the term
\[ \|\langle v \rangle^{\gamma/2} \nabla_v u\|_{L^2}^2, \]
we obtain the estimate
\[ \|\langle v \rangle^{\gamma+2} u\|_{L^2}^2 + \|\langle v \rangle^{\gamma+1} \nabla_v u\|_{L^2}^2 + \|\langle v \rangle^{\gamma+1} Qu\|_{L^2}^2 \lesssim \|Pu\|_{L^2}^2 + \|u\|_{L^2}^2, \]  
which proves Lemma 3.17. \( \square \)

End the proof of Proposition 3.13. Working on the Fourier side in the \( x \) variable, we deduce from Proposition 3.1 and Lemma 3.14 that
\[ \|\langle B(v) \xi \rangle^{1/3} u\|_{L^2} \lesssim \|\langle B(v) \xi \rangle^{-1/3} Pu\|_{L^2} \|\langle B(v) \xi \rangle^{1/3} u\|_{L^2} + \|u\|_{L^2}^2, \]  
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uniformly with respect to the parameter $\xi \in \mathbb{R}^n$; where $\| \cdot \|_{L^2}$ stands for the $L^2(\mathbb{R}^3)$-norm. By substituting $\langle B(v)\xi \rangle^{1/3} u$ to $u$ in this estimate, we obtain that

$$
\| \langle B(v)\xi \rangle^{2/3} u \|^2_{L^2} \lesssim \| \langle B(v)\xi \rangle^{-1/3} P \langle B(v)\xi \rangle^{1/3} u \|^2_{L^2} + \| \langle B(v)\xi \rangle^{1/3} u \|^2_{L^2} 
$$

(140)

$$
\lesssim \| Pu \|^2_{L^2} + \| \langle B(v)\xi \rangle^{-1/3} P, \langle B(v)\xi \rangle^{1/3} u \|^2_{L^2} + \| u \|^2_{L^2},
$$

(141)

uniformly with respect to the parameter $\xi \in \mathbb{R}^n$; since from (112) and Lemma 3.14,

$$
\| \langle B(v)\xi \rangle^{1/3} u \|^2_{L^2} \lesssim \| Pu \|^2_{L^2} + \| u \|^2_{L^2}.
$$

We notice from Lemma 3.15 and Lemma 3.16 that

$$
\| \langle B(v)\xi \rangle^{-1/3}[P, \langle B(v)\xi \rangle^{1/3}] u \|^2_{L^2} 
$$

$$
\lesssim \| \langle B(v)\xi \rangle^{-1/3}[D_v \lambda(v)D_v, \langle B(v)\xi \rangle^{1/3}] u \|^2_{L^2} + \| \langle B(v)\xi \rangle^{-1/3}[Q, \mu(v)Q, \langle B(v)\xi \rangle^{1/3}] u \|^2_{L^2} 
$$

$$
\lesssim \| \langle v \rangle^{\gamma+1} Q u \|^2_{L^2} + \| \langle v \rangle^{\gamma+2} u \|^2_{L^2} + \| \langle v \rangle^\gamma \nabla_v u \|^2_{L^2},
$$

uniformly with respect to the parameter $\xi \in \mathbb{R}^n$. According to Lemma 3.17, by coming back to the direct side in the $x$ variable and integrating with respect to this variable, this implies that

$$
\| \langle B(v)D_x \rangle^{-1/3}[P, \langle B(v)D_x \rangle^{1/3}] u \|^2_{L^2} \lesssim \| Pu \|^2_{L^2} + \| u \|^2_{L^2},
$$

(142)

where $\| \cdot \|$ stands for the $L^2(\mathbb{R}^6_{x,v})$-norm. We finally conclude from (44), (115), (140) and (142) that there exists $C > 0$ such that for all $u \in \mathcal{S}(\mathbb{R}^{2n}_{x,v})$,

$$
\| \langle B(v)D_x \rangle^{2/3} u \|^2_{L^2} \leq C(\| Pu \|^2_{L^2} + \| u \|^2_{L^2})
$$

and

$$
\| \langle v \rangle^{\gamma/3}[D_x]^{2/3} u \|^2_{L^2} + \| \langle v \rangle^{\gamma/3}[v \wedge D_x]^{2/3} u \|^2_{L^2} \leq C(\| Pu \|^2_{L^2} + \| u \|^2_{L^2}),
$$

where $\| \cdot \|_{L^2}$ stands for the $L^2(\mathbb{R}^6_{x,v})$-norm. This ends the proof of Proposition 3.13. \hfill \Box

3.2.2. Velocity estimates

In this subsection, we begin by proving the following estimate:

**Lemma 3.18.** Let $P$ be the linear Landau-type operator defined in (111). Then, there exists $C > 0$ such that for all $u \in \mathcal{S}(\mathbb{R}^{6}_{x,v})$,

$$
|\text{Re} \ (B(v)D_v u, B(v)D_x u)| \leq C(\| Pu \|^2_{L^2} + \| u \|^2_{L^2} + \| \langle B(v)D_v \rangle^{2/3} u \|^2_{L^2} + \| \langle B(v)D_x \rangle^{2/3} u \|^2_{L^2}),
$$

where $\| \cdot \|$ stands for the $L^2(\mathbb{R}^6_{x,v})$-norm and $\langle B(v)D_v \rangle^{2}$ stands for the operator $1 + D_v B(v)^T B(v)D_v$. 
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Proof of Lemma 3.18. Proposition 3.13 shows that there exists a positive constant \(C > 0\) such that for all \(u \in S(\mathbb{R}^6_{x,v})\),

\[
\left| \text{Re} \left( (B(v)D_vu, B(v)D_xu) \right) \right| \\
\leq \| B(v)D_x \|^1/3 \| (B(v)D_vu, (B(v)D_x)^{-1/3} B(v)D_x u) \|_L^2 \\
\leq \left\| \sum_j \left( (B(v)D_x)^{2/3} B(v)D_v u, (B(v)D_x)^{2/3} u \right) + C\| P u \|_L^2 + C\| u \|_L^2, \right.
\]

where \(\| \cdot \|\) stands for the \(L^2(\mathbb{R}^6_{x,v})\)-norm. In order to prove Lemma 3.18, it only remains to estimate from above the term

\[
\left( (B(v)D_x)^{2/3} B(v)D_v u, B(v)D_v u \right).
\]

We work from now in \(L^2(\mathbb{R}^3)\) by considering the Fourier dual variable \(\xi\) of the space variable \(x\) as a parameter. We first write

\[
\left( (B(v)\xi)^{2/3} B(v)D_v u, B(v)D_v u \right) \\
= \text{Re} \left( \sum_j (B(v)\xi)^{2/3}, B(v)D_v |u, B(v)D_v u) + \text{Re} \left( B(v)D_v (B(v)\xi)^{2/3} u, B(v)D_v u \right) \right) \\
= I + II
\]

Let us first deal with the term II. We write

\[
II = \text{Re} \left( (B(v)\xi)^{2/3} u, B(v)D_v u \right) = \left( (B(v)\xi)^{2/3} u, D_v (B(v)^T B(v)D_v u) \right) \\
\leq \text{Re} \left( (B(v)\xi)^{2/3} u, (1 + D_v B(v)^T B(v)D_v u) \right) = \text{Re} \left( (B(v)\xi)^{2/3} u, (B(v)D_v)^2 u \right) \\
\leq \| (B(v)\xi)^{2/3} u \|_L^2 \| (B(v)D_v)^2 u \|_L^2.
\]

Let us now deal with the term I. For all \(j \in \{1, 2, 3\}\), we have

\[
(B(v)D_v)_j = \sum_{k=1}^3 B_{j,k}(v)D_v x_k = \left( \sum_{k=1}^3 B_{j,k}(v)\eta_k \right)^w + i r_j (v)
\]

where \(r\) is the vectorial multiplication operator with real-valued entries

\[
r_j (v) = \frac{1}{2} \sum_{k=1}^3 (\partial_k B_{j,k})(v).
\]

With these notations, we can write

\[
I = \text{Re} \left( \left[ (B(v)\eta)^w, (B(v)\eta)^w + i r(v) \right] | u, (B(v)\eta)^w u + i r(v) u \right).
\]

Now since \(r(v)\) and \(B(v)\xi^{2/3}\) are multiplication operators, they commute. Recall the well known identity

\[
\text{Re} \left( [D, E]u, F u \right) = \frac{1}{2} \text{Re} \left( [F, [D, E]]u, u \right)\]

valid when \(u \in S\) for the formally selfadjoint operators \(E, F\) and \(D\). We apply it with \(E = F = (B(v)\eta)^w\) and \(D = (B(v)\xi)^{2/3}\). It follows that

\[
I = \frac{1}{2} \sum_{j=1}^3 \text{Re} \left( \left[ (B(v)\eta)^w_j, (B(v)\xi)^{2/3} | u, (B(v)\eta)^w_j u \right] - \text{Re} \left( i r(v) \left[ (B(v)\xi)^{2/3}, (B(v)\eta)^w \right] | u, u \right)
\]

\[
def \left( c_1^w u, u \right) + \left( c_2^w u, u \right).
\]
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We shall then study each commutator appearing in the previous formula. By using that the Weyl symbol of the commutator \([\langle B(v)\xi \rangle^{2/3}, (B(v)\eta)^w]\) is exactly given by \(iB(v)\nabla_v\langle (B(v)\xi)^{2/3}\rangle\), another use of symbolic calculus shows that

\[
c_1 = \frac{1}{2} \sum_{j=1}^3 \frac{\partial}{\partial \eta_j} ([B(v)\eta)_j \cdot \frac{\partial}{\partial v}([B(v)\nabla_v\langle (B(v)\xi)^{2/3}\rangle])_j).
\]

This is a multiplication operator. Lemma 3.2 together with (49) show that

\[
|c_1| \lesssim |B(v)|^2 \langle B(v)\xi \rangle^{2/3} + |B(v)||B'(v)| \langle B(v)\xi \rangle^{2/3} \lesssim \langle v \rangle^{\gamma+2} \langle B(v)\xi \rangle^{2/3},
\]

uniformly with respect to the parameter \(\xi \in \mathbb{R}^3\). As a consequence, it follows that

\[
||c_1^w u, u|| \lesssim (\langle B(v)\xi \rangle^{2/3} u, \langle v \rangle^{\gamma+2} u)_{L^2} \lesssim \|\langle B(v)\xi \rangle^{2/3} u\|_{L^2} \|\langle v \rangle^{\gamma+2} u\|_{L^2},
\]

Notice now that

\[
c_2(v) = r(v).B(v)\nabla_v\langle (B(v)\xi)^{2/3}\rangle,
\]

since \(r\) and \(B\) have real-valued entries. This is again a multiplication operator whose symbol may be bounded from above as

\[
|c_2| \lesssim |B(v)||B'(v)| \langle B(v)\xi \rangle^{2/3} \lesssim \langle v \rangle^{\gamma+2} \langle B(v)\xi \rangle^{2/3},
\]

uniformly with respect to the parameter \(\xi \in \mathbb{R}^3\); according to Lemma 3.2, (49) and (144). Proceeding as for \(c_1\), we obtain the second estimate

\[
||c_2^w u, u|| \lesssim \|\langle B(v)\xi \rangle^{2/3} u\|_{L^2} \|\langle v \rangle^{\gamma+2} u\|_{L^2},
\]

which implies that

\[
|I| \lesssim \|\langle B(v)\xi \rangle^{2/3} u\|_{L^2} \|\langle v \rangle^{\gamma+2} u\|_{L^2}.
\]

According to the estimates of the two terms I and II, we obtain after integration in the \(\xi\) side the new estimate in \(L^2(\mathbb{R}^6_6)\),

\[
\langle (\langle B(v)D_x \rangle^{2/3} B(v)D_v u, B(v)D_v u) \rangle \lesssim \|\langle B(v)D_x \rangle^{2/3} u\|_{L^2} \|\langle v \rangle^{\gamma+2} u\|_{L^2} + \|\langle B(v)D_x \rangle^{2/3} u\|_{L^2} \|\langle B(v)D_v \rangle^{2/3} u\|_{L^2}.
\]

Proposition 3.13 and Lemma 3.17 give

\[
\langle (\langle B(v)D_x \rangle^{2/3} B(v)D_v u, B(v)D_v u) \rangle \lesssim \|\langle B(v)D_x \rangle^{2/3} u\|_{L^2}^2 + \|\langle v \rangle^{\gamma+2} u\|_{L^2}^2 + \|\langle B(v)D_x \rangle^{2/3} u\|_{L^2} \|\langle B(v)D_v \rangle^{2/3} u\|_{L^2} \lesssim \|P u\|_{L^2}^2 + \|u\|_{L^2}^2 + \|\langle B(v)D_x \rangle^{2/3} u\|_{L^2} \|\langle B(v)D_v \rangle^{2/3} u\|_{L^2},
\]

which together with (143) finally complete the proof of this lemma. 

We now prove a result fully independent of the \(x\) variable. The following proof relies on the use of the Fefferman-Phong inequality.
Lemma 3.19. Let $B(v)$ be the matrix defined in (51) and denote again 
\[
\langle B(v)D_v \rangle^2 = 1 + D_v B(v)^T B(v) D_v.
\]
Then, there exists $C > 0$ such that for all $u \in S(\mathbb{R}^3_v)$,
\[
\| D_v \langle v \rangle^\gamma D_v u \|_{L^2}^2 \leq C \| (B(v)D_v)^2 u \|_{L^2}^2 + C \| \langle v \rangle^{\gamma + 1} D_v u \|_{L^2}^2 + C \| \langle v \rangle^{\gamma + 1} u \|_{L^2}^2,
\]
where $\| \cdot \|_{L^2}$ stands for the $L^2(\mathbb{R}^3_v)$-norm.

Proof. Recalling from (48) that $A(v) = B(v)^T B(v)$, we may rewrite the terms
\[
\| D_v \langle v \rangle^\gamma D_v u \|_{L^2}^2 = \left( (D_v \langle v \rangle^\gamma D_v)^2 u, u \right)
\]
and
\[
\| (B(v)D_v)^2 u \|_{L^2}^2 = \left( (1 + D_v A(v) D_v)^2 u, u \right).
\]
We introduce the following metric
\[
\tilde{\Gamma} = \frac{dv^2}{\langle v \rangle^2} + \frac{d\eta^2}{\langle \eta \rangle^2}.
\]
It is easy to check that this metric $\tilde{\Gamma}$ is admissible (slowly varying, satisfying the uncertainty principle and temperate) with gain
\[
\lambda_{\tilde{\Gamma}}(v, \eta) = \langle v \rangle \langle \eta \rangle.
\]
Let $a(v, \eta)$, respectively $\tilde{a}(v, \eta)$; be the Weyl symbol of the operator $(D_v \langle v \rangle^\gamma D_v)^2$, respectively the Weyl symbol of the operator $D_v \langle v \rangle^\gamma D_v$. Notice that
\[
a \in S(\langle \eta \rangle^4 \langle v \rangle^{2\gamma}, \tilde{\Gamma}) \quad \text{and} \quad \tilde{a} \in S(\langle \eta \rangle^2 \langle v \rangle^{\gamma}, \tilde{\Gamma}).
\]
Symbolic calculus shows
\[
a_1 \overset{\text{def}}{=} a - \tilde{a}^2 - \frac{1}{2i} \{ \tilde{a}, \tilde{a} \} = a - \tilde{a}^2 \in S(\langle \eta \rangle^2 \langle v \rangle^{2\gamma - 2}, \tilde{\Gamma}).
\]
It follows that
\[
a(v, \eta) - a_1(v, \eta) \lesssim \langle \eta \rangle^4 \langle v \rangle^{2\gamma}.
\]
Let $b(v, \eta)$, respectively $\tilde{b}(v, \eta)$; be the Weyl symbol of the operator
\[
(1 + D_v A(v) D_v)^2,
\]
respectively the Weyl symbol of the operator $1 + D_v A(v) D_v$. Notice from (46) that
\[
b \in S(\langle \eta \rangle^4 \langle v \rangle^{2\gamma + 4}, \tilde{\Gamma}) \quad \text{and} \quad \tilde{b} \in S(\langle \eta \rangle^2 \langle v \rangle^{\gamma + 2}, \tilde{\Gamma}).
\]
Symbolic calculus shows
\[
b_1 \overset{\text{def}}{=} b - \tilde{b}^2 - \frac{1}{2i} \{ \tilde{b}, \tilde{b} \} = b - \tilde{b}^2 \in S(\langle \eta \rangle^2 \langle v \rangle^{2\gamma + 2}, \tilde{\Gamma}).
\]
A direct computation using symbolic calculus, (46) and (50) shows that there exists a positive constant $C > 0$ such that

$$
\tilde{b}(v, \eta) = 1 + \sum_{j,k=1}^{3} \left[ A_{j,k}(v)\eta_{j}\eta_{k} + \frac{i}{2}\eta_{j}\partial_{k}A_{j,k}(v) - \frac{i}{2}\eta_{k}\partial_{j}A_{j,k}(v) + \frac{1}{4}\partial_{j,k}^{2}A_{j,k}(v) \right] 
$$

$$
= 1 + \sum_{j,k=1}^{3} \left[ A_{j,k}(v)\eta_{j}\eta_{k} + \frac{1}{4}\partial_{j,k}^{2}A_{j,k}(v) \right] \geq c\langle v \rangle^{\gamma}\eta^{2} - C\langle v \rangle^{\gamma},
$$

since by symmetry $A_{j,k} = A_{k,j}$, for any $1 \leq j, k \leq 3$. It follows that one can find a new positive constant $C > 0$ such that

$$
b(v, \eta) - b_{1}(v, \eta) = \tilde{b}(v, \eta)^{2} \gtrsim |\eta|^{4}\langle v \rangle^{2\gamma} - C\langle v \rangle^{2\gamma}.
$$

The Feffermann-Phong inequality therefore yields

$$
(a^{w}u, u) \lesssim (b^{w}u, u) + ((a_{1} - b_{1})^{w}u, u) + (v^{w}u, u) \tag{147}
$$

with $r$ and $a_{1} - b_{1} \in S(\langle \eta \rangle^{2}\langle v \rangle^{2\gamma+2}, \tilde{\Gamma})$. We iterate this method in order to treat the symbols $a_{1} - b_{1}$ and $r$. Define

$$
c(v, \eta) \equiv \sigma(D_{v}, \langle v \rangle^{2\gamma+2}D_{v}) + \langle v \rangle^{2\gamma+2},
$$

where $\sigma(D_{v}, \langle v \rangle^{2\gamma+2}D_{v})$ stands for the Weyl symbol of the operator $D_{v}, \langle v \rangle^{2\gamma+2}D_{v}$. A new straightforward computation shows that

$$
c(v, \eta) = \langle v \rangle^{2\gamma+2}\langle \eta \rangle^{2} + c_{1}(v),
$$

with $|c_{1}(v)| \lesssim \langle v \rangle^{2\gamma}$. Notice that

$$
c(v, \eta) \in S(\langle \eta \rangle^{2}\langle v \rangle^{2\gamma+2}, \tilde{\Gamma}) \quad \text{and} \quad c(v, \eta) \gtrsim \langle \eta \rangle^{2}\langle v \rangle^{2\gamma+2} - C.
$$

By using the Fefferman-Phong inequality, we obtain that

$$
((a_{1} - b_{1} + r)^{w}u, u) \lesssim (c^{w}u, u) + (s^{w}u, u) + \|u\|_{L^{2}}^{2}, \tag{148}
$$

with $s \in S(\langle v \rangle^{2\gamma}, \tilde{\Gamma})$. We make a last iteration of the previous analysis and define

$$
d(v) = \langle v \rangle^{2\gamma}.
$$

By using again the Fefferman-Phong inequality, we obtain that there exists a new positive constant $C > 0$ such that

$$
(s^{w}u, u) \leq (d^{w}u, u) + C\|u\|_{L^{2}}^{2}, \tag{149}
$$

since $\gamma \in [-3, 1]$. Putting all together estimates (147), (148) and (149) provides the estimate

$$
\left( (D_{v}, \langle v \rangle^{\gamma}D_{v})^{2}u, u \right) 
$$

$$
\lesssim (b^{w}u, u) + (c^{w}u, u) + (d^{w}u, u) + \|u\|_{L^{2}}^{2}
$$

$$
\lesssim (1 + D_{v}A(v)D_{v})^{2}u, u + \| \langle v \rangle^{\gamma+1}D_{v}u\|_{L^{2}}^{2} + \| \langle v \rangle^{\gamma+1}u\|_{L^{2}}^{2} + \| \langle v \rangle^{\gamma}u\|_{L^{2}}^{2} + \|u\|_{L^{2}}^{2}
$$

$$
\lesssim \left( (B(v)D_{v})^{4}u, u \right) + \| \langle v \rangle^{\gamma+1}D_{v}u\|_{L^{2}}^{2} + \| \langle v \rangle^{\gamma+1}u\|_{L^{2}}^{2},
$$

which proves this lemma. \qed
Proposition 3.20. Let $P$ be the linear Landau-type operator defined in (111). Then, there exists $C > 0$ such that for all $u \in S(\mathbb{R}_x^6, v)$,

$$\| (v^\gamma |D_v|^2 u \|_{L^2}^2 + \| (v^\gamma |v \wedge D_v|^2 u \|_{L^2}^2 \leq C(\| Pu \|_{L^2}^2 + \| u \|_{L^2}^2),$$

where $\| \cdot \|_{L^2}$ stands for the $L^2(\mathbb{R}_x^6, v)$-norm.

Proof. As a first step, we shall prove the following estimate

$$\| (B(v) D_v)^2 u \|_{L^2}^2 \leq C(\| Pu \|_{L^2}^2 + \| u \|_{L^2}^2),$$

(150)

with $(B(v) D_v)^2 = 1 + D_v B(v)^T B(v) D_v$. Recalling that

$$P = iv.D_x + D_v B(v)^T B(v) D_v + F(v),$$

we may write for any $u \in S(\mathbb{R}_x^6, v)$,

$$\langle (B(v) D_v)^4 u, u \rangle = \langle (B(v) D_v)^2 u, u \rangle + \langle (B(v) D_v)^2 D_v B(v)^T B(v) D_v u, u \rangle \leq \text{Re} (Pu, u) + \| u \|_{L^2}^2 + \text{Re} (\langle (B(v) D_v)^2 (P - F(v) - iv.D_x) u, u \rangle \leq \text{Re} (Pu, u) + \| u \|_{L^2}^2 + \frac{1}{4} \| (B(v) D_v)^2 u \|_{L^2}^2 + 2 \| Pu \|_{L^2}^2 + 2 \| F(v) u \|_{L^2}^2 - \text{Re} (\langle (B(v) D_v)^2 u, iv.D_x u \rangle).$$

By using Lemma 3.17 and (43), we obtain that

$$\langle (B(v) D_v)^4 u, u \rangle \leq C(\| Pu \|_{L^2}^2 + \| u \|_{L^2}^2 + | \text{Re} (\langle (B(v) D_v)^2 u, iv.D_x u \rangle) |).$$

(151)

Noticing that the operator $iv.D_x$ is formally skew-adjoint on $L^2$, a direct computation gives that

$$\text{Re} (\langle (B(v) D_v)^2 u, iv.D_x u \rangle = \frac{1}{2} \text{Re} (\langle (B(v) D_v)^2, iv.D_x \rangle u, u)$$

$$= \frac{1}{2} \text{Re} (\langle D_v B(v)^T B(v) D_v, iv.D_x \rangle u, u)$$

$$= \frac{1}{2} \text{Re} (\langle [D_v, iv.D_x] B(v)^T B(v) D_v + D_v B(v)^T B(v) [D_v, iv.D_x] \rangle u, u)$$

$$= \frac{1}{2} \text{Re} (\langle D_v B(v)^T B(v) D_v + D_v B(v)^T B(v) D_x \rangle u, u)$$

$$= \text{Re} (\langle B(v) D_v u, B(v) D_x u \rangle).$$

It then follows from (151) and Lemma 3.18 that there exists a new positive constant $C > 0$ such that for all $u \in S(\mathbb{R}_x^6, v)$,

$$\langle (B(v) D_v)^4 u, u \rangle \leq \| Pu \|_{L^2}^2 + \| u \|_{L^2}^2 + \text{Re} (\langle (B(v) D_v)^2 u, iv.D_x u \rangle) \leq C(\| Pu \|_{L^2}^2 + \| u \|_{L^2}^2 + \| \langle (B(v) D_x)^{2/3} u \|_{L^2}^2) + \frac{1}{2} \| (B(v) D_v)^2 u \|_{L^2}^2.$$
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By using Proposition 3.13 to estimate from above the third term, we obtain that one can find a new positive constant $C > 0$ such that for all $u \in S(\mathbb{R}^6_{x,v})$,

$$
\| (B(v)D_v)^2 u \|_{L^2} \leq C(\| Pu \|_{L^2}^2 + \| u \|_{L^2}^2) + \frac{1}{2} \| (B(v)D_v)^2 u \|_{L^2}.
$$

This proves (150). We now deal with the core of the proof of Proposition 3.20. We first write that

$$
\| \langle v \rangle^7 |D_v|^2 u \|_{L^2}^2 \leq 2 |D_v. \langle v \rangle^7 D_v u \|_{L^2}^2 + 2 |\langle v \rangle^7, D_v| D_v u \|_{L^2}^2
\leq 2 |D_v. \langle v \rangle^7 D_v u \|_{L^2}^2 + C |\langle v \rangle^{7-1} D_v u \|_{L^2}^2
\lesssim \| (B(v)D_v)^2 u \|_{L^2}^2 + \| \langle v \rangle^{7+1} D_v u \|_{L^2}^2 + \| \langle v \rangle^{7+1} u \|_{L^2}^2 + \| u \|_{L^2}^2
$$

where we used $\langle v \rangle^{7-1} \leq \langle v \rangle^{7+1}$ and Lemma 3.19 in a crucial way. Using then inequality (150) and Lemma 3.17, we get the following result

$$
\| \langle v \rangle^7 |D_v|^2 u \|_{L^2}^2 \lesssim \| Pu \|_{L^2}^2 + \| u \|_{L^2}^2.
\quad (152)
$$

We now deal with the term with a cross product. Recalling (43), (44) and (126), we may write

$$
\| \langle v \rangle^7 |v \wedge D_v|^2 u \|_{L^2}^2 \leq \| \mu(v) |v \wedge D_v|^2 u \|_{L^2}^2
\leq 2 |\langle v \rangle^7, D_v| (v \wedge D_v) u \|_{L^2}^2 + 2 |\langle v \rangle^7, D_v| (v \wedge D_v) u \|_{L^2}^2
\leq 2 |\langle v \rangle^7, D_v| (v \wedge D_v) u \|_{L^2}^2 + C |\langle v \rangle^{7+1} D_v u \|_{L^2}^2
\quad (153)
$$

where we used that $[\mu(v), v \wedge D_v], (v \wedge D_v) = R(v)D_v$; with $R(v)$ an explicit matrix whose entries are all bounded by a positive constant times the function $\langle v \rangle^{7+1}$. Recall that

$$
\langle B(v)D_v \rangle^2 = 1 + D_v.B(v)^2 B(v)D_v = 1 + D_v.\lambda(v)D_v + (v \wedge D_v).\mu(v) (v \wedge D_v).
$$

As a consequence, we deduce from (153) that

$$
\| \langle v \rangle^7 |v \wedge D_v|^2 u \|_{L^2}^2 \lesssim \| (B(v)D_v)^2 u \|_{L^2}^2 + \| D_v.\lambda(v)D_v u \|_{L^2}^2 + \| u \|_{L^2}^2 + \| \langle v \rangle^{7+1} D_v u \|_{L^2}^2.
$$

Another direct argument of commutation using (43) gives the estimate

$$
\| D_v.\lambda(v)D_v u \|_{L^2}^2 \lesssim \| \langle v \rangle^7 |D_v|^2 u \|_{L^2}^2 + \| \langle v \rangle^{7-1} D_v u \|_{L^2}^2
$$

which implies that

$$
\| \langle v \rangle^7 |v \wedge D_v|^2 u \|_{L^2}^2 \lesssim \| (B(v)D_v)^2 u \|_{L^2}^2 + \| \langle v \rangle^7 |D_v|^2 u \|_{L^2}^2 + \| u \|_{L^2}^2 + \| \langle v \rangle^{7+1} D_v u \|_{L^2}^2,
$$

because $\langle v \rangle^{7-1} \leq \langle v \rangle^{7+1}$. One can then deduce from Lemma 3.17, (150) and (152) that

$$
\| \langle v \rangle^7 |v \wedge D_v|^2 u \|_{L^2}^2 \lesssim \| Pu \|_{L^2}^2 + \| u \|_{L^2}^2.
\quad (154)
$$

Proposition 3.20 then directly follows from (152) and (154). □
3.2.3. Proof of Theorem 1.1

Theorem 1.1 is now a direct consequence of Proposition 3.13, Proposition 3.20 and Lemma 3.17. This ends the proof of Theorem 1.1.

The proof of Theorem 1.1 can easily be adapted to obtain the following time dependent hypoelliptic estimate.

Proposition 3.21. Let $P$ be the linear Landau-type operator defined in (111). Then, there exists a positive constant $C > 0$ such that for all $u \in S(\mathbb{R}^7_{t,x,v})$,

$$
\|\langle v \rangle^{\gamma + 2} u \|_{L^2}^2 + \| \langle v \rangle^{\gamma} |D_v|^2 u \|_{L^2}^2 + \| \langle v \rangle^{\gamma} |v \wedge D_v|^2 u \|_{L^2}^2 \\
+ \| \langle v \rangle^{\gamma/3} |D_x|^{2/3} u \|_{L^2}^2 + \| \langle v \rangle^{\gamma/3} |v \wedge D_x|^{2/3} u \|_{L^2}^2 \leq C(\|\partial_t u + Pu\|_{L^2}^2 + \|u\|_{L^2}^2),
$$

where $\| \cdot \|_{L^2}$ stands for the $L^2(\mathbb{R}^7_{t,x,v})$-norm.

Proof of Proposition 3.21. It is sufficient to notice that through all the proof of Theorem 1.1, one can substitute without any change the operator $\tilde{P} = i\tau + P$ to the linear Landau-type operator $P$. Indeed, the real parameter $\tau$ disappears in all the commutators involved in this analysis. Same remark when we take the real part of the $L^2$ scalar product $\text{Re}(i\tau u + Pu, u) = \text{Re}(Pu, u)$ and (see (72)),

$$
\text{Re}(i\tau u + Pu, (1 - \varepsilon G)u) = \text{Re}(Pu, (1 - \varepsilon G)u),
$$

since the multiplier $G = \tilde{g}^w$, whose Weyl symbol is real-valued is a formally selfadjoint operator on $L^2$. Proposition 3.21 then follows from the same proof as the one given for Theorem 1.1 after substituting the operator $\tilde{P}$ to $P$; and then coming back to the direct side in the $t$ variable; and integrating those estimates with respect to this variable.

4. Appendix on Wick calculus

The purpose of this section is to recall the definition and basic properties of the Wick quantization. We follow here the presentation of the Wick quantization given by N. Lerner in [19] (see also [20]); and refer the reader to his work for the proofs of the results recalled below.

The main property of the Wick quantization is its property of positivity, i.e., that non-negative Hamiltonians define non-negative operators

$$
a \geq 0 \Rightarrow a^{\text{Wick}} \geq 0.
$$

We recall that this is not the case for the Weyl quantization and refer to [19] for an example of non-negative Hamiltonian defining an operator which is not non-negative.
Before defining properly the Wick quantization, we first need to recall the definition of the wave packets transform of a function $u \in \mathcal{S}(\mathbb{R}^n)$,

$$Wu(y, \eta) = (u, \varphi_{y, \eta})_{L^2(\mathbb{R}^n)} = 2^{n/4} \int_{\mathbb{R}^n} u(x) e^{-\pi(x-y)^2} e^{-2i\pi(x-y)\cdot \eta} dx, \ (y, \eta) \in \mathbb{R}^{2n}.$$ 

where

$$\varphi_{y, \eta}(x) = 2^{n/4} e^{-\pi(x-y)^2} e^{2i\pi(x-y)\cdot \eta}, \ x \in \mathbb{R}^n;$$

and $x^2 = x_1^2 + \ldots + x_n^2$. With this definition, one can check (See Proposition 3.2 in [19]) that the mapping $u \mapsto Wu$ is continuous from $\mathcal{S}(\mathbb{R}^n)$ to $\mathcal{S}(\mathbb{R}^{2n})$, isometric from $L^2(\mathbb{R}^n)$ to $L^2(\mathbb{R}^{2n})$ and that we have the reconstruction formula

$$\forall u \in \mathcal{S}(\mathbb{R}^n), \forall x \in \mathbb{R}^n, \ u(x) = \int_{\mathbb{R}^{2n}} Wu(y, \eta) \varphi_{y, \eta}(x) dyd\eta. \quad (155)$$

By denoting $\Sigma_Y$ the operator defined in the Weyl quantization by the symbol

$$p_Y(X) = 2^ne^{-2\pi|X-Y|^2}, \ Y = (y, \eta) \in \mathbb{R}^{2n};$$

which is a rank-one orthogonal projection,

$$\left(\Sigma_Yu\right)(x) = Wu(Y)\varphi_Y(x) = (u, \varphi_Y)_{L^2(\mathbb{R}^n)}\varphi_Y(x),$$

we define the Wick quantization of any $L^\infty(\mathbb{R}^{2n})$ symbol $a$ as

$$a^{\text{Wick}} = \int_{\mathbb{R}^{2n}} a(Y)\Sigma_YdY. \quad (156)$$

More generally, one can extend this definition when the symbol $a$ belongs to $\mathcal{S}'(\mathbb{R}^{2n})$ by defining the operator $a^{\text{Wick}}$ for any $u$ and $v$ in $\mathcal{S}(\mathbb{R}^n)$ by

$$\langle a^{\text{Wick}} u, v \rangle_{\mathcal{S}'(\mathbb{R}^n), \mathcal{S}(\mathbb{R}^n)} = \langle a(Y), \left(\Sigma_Y u, v\right)_{L^2(\mathbb{R}^n)} \rangle_{\mathcal{S}'(\mathbb{R}^{2n}), \mathcal{S}(\mathbb{R}^{2n})},$$

where $\langle \cdot, \cdot \rangle_{\mathcal{S}'(\mathbb{R}^n), \mathcal{S}(\mathbb{R}^n)}$ denotes the duality bracket between the spaces $\mathcal{S}'(\mathbb{R}^n)$ and $\mathcal{S}(\mathbb{R}^n)$. The Wick quantization is a positive quantization

$$a \geq 0 \Rightarrow a^{\text{Wick}} \geq 0. \quad (157)$$

In particular, real Hamiltonians get quantized in this quantization by formally self-adjoint operators and one has (See Proposition 3.2 in [19]) that $L^\infty(\mathbb{R}^{2n})$ symbols define bounded operators on $L^2(\mathbb{R}^n)$ such that

$$\|a^{\text{Wick}}\|_{L^2(\mathbb{R}^n)} \leq \|a\|_{L^\infty(\mathbb{R}^{2n})}. \quad (158)$$

According to Proposition 3.3 in [19], the Wick and Weyl quantizations of a symbol $a$ are linked by the following identities

$$a^{\text{Wick}} = \tilde{a}^{\text{W}}, \quad (159)$$

with

$$\tilde{a}(X) = \int_{\mathbb{R}^{2n}} a(X + Y)e^{-2\pi|Y|^2} 2^n dY, \ X \in \mathbb{R}^{2n}; \quad (160)$$

$$\tilde{a}^{\text{W}}(X) = \int_{\mathbb{R}^{2n}} a(X + Y)e^{-\pi(X-Y)^2} e^{2i\pi(X-Y)\cdot \eta} dyd\eta. \quad (161)$$
and

$$a^{\text{Wick}} = a^{w} + r(a)^{w},$$

where $r(a)$ stands for the symbol

$$r(a)(X) = \int_{\mathbb{R}^{2n}} (1 - \theta) a''(X + \theta Y) Y^2 e^{-2\pi |Y|^{2}} dY d\theta, \ X \in \mathbb{R}^{2n};$$

if we use here the normalization chosen in [19] for the Weyl quantization

$$\langle a^{w} u \rangle(x) = \int_{\mathbb{R}^{2n}} e^{2i\pi(x-y)\cdot \xi} a\left(\frac{x + y}{2}, \xi\right) u(y) dy d\xi,$$

which differs from the one chosen in the rest of this paper. We also recall the following composition formula obtained in the proof of Proposition 3.4 in [19],

$$a^{\text{Wick}} b^{\text{Wick}} = \left[ab - \frac{1}{4\pi} a' b' + \frac{1}{4i\pi} \{a, b\}\right]^{\text{Wick}} + S,$$

with \(\|S\|_{L(L^{2}(\mathbb{R}^{n}))} \leq d_{n}\|a\|_{L^{\infty}} \gamma_{2}(b)\), when $a \in L^{\infty}(\mathbb{R}^{2n})$ and $b$ is a smooth symbol satisfying

$$\gamma_{2}(b) = \sup_{X \in \mathbb{R}^{2n}, \ |T| = 1} |b^{(2)}(X) T^{2}| < +\infty.$$

The term $d_{n}$ appearing in the previous estimate stands for a positive constant depending only on the dimension $n$, and the notation \(\{a, b\}\) denotes the Poisson bracket

$$\{a, b\} = \frac{\partial a}{\partial \xi} \frac{\partial b}{\partial x} - \frac{\partial a}{\partial x} \frac{\partial b}{\partial \xi}.$$
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