Space-time Generalized Riemann Problem solvers of order $k$ for linear advection with unrestricted time step

Christophe Berthon · Céline Sarazin · Rodolphe Turpault

Received: date / Accepted: date

Abstract This work concerns high-order approximations of the linear advection equation in very long time. A GRP-type scheme of arbitrary high-order in space and time with no restriction on the time step is developed. In the usual GRP solvers, we consider a polynomial approximation of the solution in space in each cell at the initial time. Here, we add a second polynomial approximation of the solution in time in each interface. Thanks to this double approximation, the resulting scheme is compact. It is proved to be of order $k + 1$ in space and time, where $k$ is the degree of the polynomials. Thanks to the compactness of the scheme, a two-dimensional extension is detailed on unstructured meshes made of triangles. Several numerical test cases and comparison with existing methods illustrate the excellent behaviour of the scheme.
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1 Introduction

This work is devoted to the derivation of a high-order numerical scheme able to suitably approximate the long-time solutions of linear hyperbolic systems of conservation laws. Such systems can be written in the following form:

$$\partial_t w + \nabla_x M w = 0,$$

where $w(x, t) \in \mathbb{R}^n$ is the vector of unknowns and $M$ is a constant matrix which is diagonalizable in $\mathbb{R}$. Here, we are interested in approximations of the solutions after a very long time with respect
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to the characteristic speeds of the system. After such a long time, the classical schemes [35,41] produce solutions which are completely smeared, unless an unreasonably fine grid is considered.

Yet, several applications of physical interest involve coupling between phenomena that occur at very different speeds. An important example concerns kinetic equations such as Boltzmann [24], Fokker-Planck [29], neutronics [14] and radiative transfer equations [40,39,10], (see [15,21,22,34] for numerous examples). Usual approximations of these equations, for instance discrete ordinates or spherical harmonics decomposition methods [14], lead to systems of the form:

$$\partial_t w + \nabla_x M w = S(w)$$

where $S(w)$ is a source term. These systems may involve drastically different characteristic speeds from one another, for example the fluid speed versus the speed of the light. Limited by the fastest phenomenon, the CFL condition for an explicit numerical approximation for coupled problems may become too restrictive. Thanks to asymptotic-preserving schemes [26,9,8,32], suitable numerical schemes can be written for this system as soon as an efficient scheme for the advection part is known. It is therefore crucial to use a reliable implicit numerical method for (1) in coupling contexts.

During the last decades, several classes of very efficient numerical schemes were developed for hyperbolic systems of conservation laws. Some of these methods, such as Discontinuous Galerkin [11,17,16,20,23], ENO/WENO [28,36] and distributive schemes [3,1], have been successfully used in a wide range of applications (see also [31,2,18,38,12,19,30] for a non-exhaustive list). Generalized Riemann Problem (GRP) methods [4,25] are an interesting alternative here since arbitrary high-order explicit GRP schemes can be written by taking advantage of the linear structure of our problem. However, all these schemes, which were designed for more general (nonlinear) systems, are explicit or involve very sophisticated techniques [42,33,37]. Therefore, due to the CFL condition, their computational cost becomes prohibitive when considering very long times.

The aim of this work is thus to introduce an efficient high-order scheme for linear advection systems which works for any time step. In practice, involving the transformation matrix $P$, the system (1) can often be transformed into a decoupled system of equations for the variable $u = P^{-1}w$. Therefore, for the sake of simplicity, this article focuses on numerical approximations of the linear advection equation Cauchy problem:

$$\begin{cases}
\partial_t u(x, t) + a \Omega \cdot \nabla_x u(x, t) = 0, \\
u(x, t = 0) = u_0(x),
\end{cases}$$

where $a \in \mathbb{R}$ is the speed, and $\Omega = \left( \frac{\Omega_x}{\Omega_y} \right)$ is the normalized direction of the velocity.

The paper is organized as follows. The next section is concerned with the one-dimensional case. First, the principle of the GRP methods is recalled. In particular, arbitrary high-order explicit GRP schemes are built in the linear case. The space-time extension is then introduced. The resulting scheme can be defined with no restriction on the time step. It is also proved to be of order $k$ in space and time for arbitrary large $k$. In the following section, a two-dimensional extension is developed on unstructured meshes composed of triangles again for an unrestricted time increment. It is also proved to be of order $k$ in space and time. Throughout this paper, the excellent behaviour of the scheme is illustrated on numerical test-cases. The scheme is also compared with usual high-order methods.
2 Presentation of the one-dimensional scheme

2.1 Generalized Riemann Problem

For the sake of completeness, we recall first the principle of the Generalized Riemann Problem method. This method was introduced by Ben-Artzi and Falcovitz in [4] and several extensions have been derived (see for instance [5, 25, 6, 7]). In this paragraph, we recall the construction of a GRP high-order space discretization for linear systems. Indeed, all computations can be carried on due to the linearity of the system.

We consider the equation:

\[ \partial_t u + a \partial_x u = 0, \]

(3)

where \( u(x,t) \in \mathbb{R} \) and the speed \( a \) is assumed to be positive. The computations for \( a < 0 \) are similar and won’t be recalled here.

We present the method on a structured mesh with a constant space step \( \Delta x \) and a constant time step \( \Delta t \). The mesh is composed of the cells \( C_i = (x_i, x_{i+\frac{1}{2}}) \) the centers of which are \( x_i \). Next we introduce the set of functions:

\[ P^k_C = \{ u \in L^\infty(\mathbb{R})/ u|_{C_i} \in \mathbb{P}^k_{i}, \forall i \in \mathbb{Z} \}, \]

where \( \mathbb{P}^k_i \) is the set of polynomials of degree \( k \) per cell:

\[ \mathbb{P}^k_i = \{ u|_{C_i} \in \mathbb{P}_k[X] \}. \]

In each cell \( C_i \), we consider the following canonical basis:

\[ \left\{ \left( \frac{x - x_i}{\Delta x} \right)^j \right\}_{j=0,...,k}. \]

This choice of basis was made to simplify the presentation, but another basis such as the Legendre polynomials may be considered for example. The associated dot product on the cell \( C_i \) is defined as follows:

\[ \langle f, g \rangle_i = \frac{1}{\Delta x} \int_{x_i-\frac{1}{2}}^{x_i+\frac{1}{2}} f(x) g(x) \, dx, \]

and the associated norm is:

\[ \| f \|_i = \sqrt{\langle f, f \rangle_i}. \]

As opposed to usual techniques like MUSCL or WENO for instance, the GRP scheme only involves two steps: exact evolution of a piecewise polynomial approximation and \( \mathbb{P}^k \)-projection over each cell of the exactly evolved solution.

**Considered approximation:** First, we consider an initial data \( u^0 \in \mathbb{P}^k_C \). At time \( t = t^n \), we assume that an approximation of the solution \( u^n(x) \in \mathbb{P}^k_C \) is known. Then we have \( u^n(x) \in \mathbb{P}^k_i \) for \( x \in C_i \) and \( i \in \mathbb{Z} \). This approximation is now evolved to define an approximated solution \( u^{n+1}(x) \in \mathbb{P}^k_C \) at time \( t = t^n + \Delta t \).

**Evolution step:** The approximation \( u^n(x) \) is exactly evolved during a time step \( \Delta t \) which satisfies the CFL condition \( \lambda = a \frac{\Delta x}{\Delta t} < 1 \). Thanks to the linearity of the equation, this exact solution \( u^h(x, t^n + \Delta t) \) is easily determined by adopting the characteristics method (see Fig 1).

\[ u^h_i(x, t^n + \Delta t) = \begin{cases} 
   u^n_{i-1}(x - a \Delta t), & \text{if } \frac{x - x_{i-\frac{1}{2}}}{\Delta t} < a, \\
   u^n_i(x - a \Delta t), & \text{if } \frac{x - x_{i-\frac{1}{2}}}{\Delta t} > a.
\end{cases} \]
**Fig. 1** Exact evolution of the solution thanks to the characteristics method with $a > 0$

**Projection step:** The exact solution $u^h(x, t^n + \Delta t)$ is projected on the space $P^k_C$. The updated solution in the cell $C_i$ is therefore the solution of the minimization problem:

$$\| u^{n+1}_i - u^h(t^n + \Delta t) \|_i = \inf_{p \in P^k_C} \| p - u^h(t^n + \Delta t) \|_i. \quad (4)$$

Thanks to the Petrov-Galerkin conditions, we can rewrite this minimization problem (4) as:

$$\langle u^{n+1}_i - u^h(t^n + \Delta t), p \rangle_i > 0 \quad \forall p \in P^k_C. \quad (5)$$

As usual, the Petrov-Galerkin conditions rewrite as a linear system. Indeed, using a decomposition of $u^{n+1}_i$ in the following form:

$$u^{n+1}_i(x) = \sum_{j=0}^{k} a^{n+1,j}_i \left( \frac{x-x_i}{\Delta x} \right)^j,$$

the projection step then consists in solving the following linear system of size $k + 1$:

$$\sum_{j=0}^{k} a^{n+1,j}_i \left( \frac{x-x_i}{\Delta x} \right)^j \left( \frac{x-x_i}{\Delta x} \right)^l > 0 \quad \forall l = 0, \ldots, k. \quad (6)$$

The left hand side in (6) may be rewritten as:

$$\sum_{j=0}^{k} a^{n+1,j}_i \left( \frac{x-x_i}{\Delta x} \right)^j \left( \frac{x-x_i}{\Delta x} \right)^l > 0 = \sum_{j=0}^{k} a^{n+1,j}_i \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} \left( \frac{x-x_i}{\Delta x} \right)^{j+l} \, dx$$

$$= \sum_{j=0}^{k} a^{n+1,j}_i \frac{1}{j + l + 1} \left( \left( \frac{1}{2} \right)^{j+l+1} - \left( \frac{1}{2} \right)^{j+l+1} \right)$$

$$= \sum_{j=0}^{k} a^{n+1,j}_i A_i(j, l).$$
The right hand side in (6) becomes when \( a > 0 \):

\[
< u^n_i(t^n + \Delta t), \left( \frac{x - x_i}{\Delta x} \right)^l \rangle_{i} = \sum_{j=0}^{k} \alpha_{i-j}^{n,j} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \left( \frac{x - a \Delta t - x_i}{\Delta x} \right)^j \left( \frac{x - x_i}{\Delta x} \right)^l dx + \alpha_{i-j}^{n,j} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \left( \frac{x - a \Delta t - x_i}{\Delta x} \right)^j \left( \frac{x - x_i}{\Delta x} \right)^l dx 
\]

\[= \sum_{j=0}^{k} \alpha_{i-j}^{n,j} I^{1}_{i} (j, l) + \alpha_{i-j}^{n,j} I^{+}_{i} (j, l) = b^{n+1}_i (l).\]

The coefficients \( I^{-}_{i} (j, l) \) and \( I^{+}_{i} (j, l) \) can be recursively computed thanks to successive integrations by parts:

\[I^{1}_{i} (j, l) = \frac{1}{j+1} \left( \frac{1}{2} \right)^{j+l+1} \left[ (-1 + 2 \lambda)^l - (1 - 2 \lambda)^{j+l+1} \right] - \frac{l}{j+1} I^{1}_{i} (j + 1, l - 1),\]

with \( I^{1}_{i} (j, 0) = \frac{1}{j+l+1} \left( \frac{1}{2} \right)^{j+l+1} \left[ 1 - (1 - 2 \lambda)^{j+l+1} \right],\)

\[I^{+}_{i} (j, l) = \frac{1}{j+1} \left( \frac{1}{2} \right)^{j+l+1} \left[ (1 - 2 \lambda)^{j+1} - (-1 + 2 \lambda)^l \right] - \frac{l}{j+1} I^{+}_{i} (j + 1, l - 1),\]

with \( I^{+}_{i} (j, 0) = \frac{1}{j+l+1} \left( \frac{1}{2} \right)^{j+l+1} \left[ (1 - 2 \lambda)^{j+l+1} - (-1)^{j+l+1} \right].\]

Finally, since we have a polynomial per cell approximation of the solution at time \( t = t^n \), the scheme simply consists in solving a linear system of size \( k + 1 \) for each cell \( C_i \) of the mesh:

\[A_i \alpha^{n+1}_i = b^{n+1}_i,\]

(7)

to obtain the updated approximation at time \( t^{n+1} \). Moreover, the approximation \( u^n_i (x) \) of the solution is in \( P^k \) by construction. We can note that the matrix \( A_i \) of the system (7) is the same for each cell, and does not depend on time, so it has to be computed only once for the whole domain.

The resulting scheme is obviously of order \( k + 1 \) in space. Using the same idea, an scheme of order \( k + 1 \) may be constructed for \( \lambda > 1 \) though it would require an extended stencil which depends on the time step.

2.2 Space-time Generalized Riemann Problem

For sake of simplicity, the term \textit{implicit} will abusively be used to refer to a situation where \( \lambda > 1 \) even though the definition of the scheme does not involve the resolution of a nonlinear system. Similarly, the term \textit{explicit} will be used to refer to situations where \( \lambda \leq 1 \).

In order to obtain a compact implicit scheme, we now consider an extension of the GRP method which can deal with unrestricted time steps. We still consider the equation (3). With the assumptions on the mesh used previously, we denote by \( I^{n+\frac{1}{2}} = (t^n, t^{n+1}) \) the interface between two time steps and by \( K^n_i = C_i \times I^{n+\frac{1}{2}} \) the space-time control volumes.
The scheme consists in the usual: exact evolution of high-order approximations and projection steps.

**Considered approximations and notations:** The initial solution is once again assumed to be a polynomial approximation in space at time \( t^n \) of the solution of degree \( k \): \( u^n(x) \in \mathbb{P}^k \). Now, we also consider a polynomial approximation of the solution in time on each interface: for \( t^n \leq t \leq t^{n+1} \), \( u(x_{i-1/2}, t) \simeq v_{i-1/2}^{n+1/2}(t) \in \mathbb{R}^n \). The space \( \mathbb{R}^n \) is defined by:

\[
\mathbb{R}^n = \{ u|_{i^{n+1/2}} \in \mathbb{R}[X] \},
\]

and we define the set of polynomials per interface:

\[
\mathbb{P}^k = \{ u \in L^\infty(\mathbb{R})/ u|_{i^{n+1/2}} \in \mathbb{R}^n, \forall n \in \mathbb{N} \}.
\]

On each interface \( I^{n+1/2} \), we consider the canonical basis:

\[
\left\{ \left( \frac{t - t^{n+1/2}}{\Delta t} \right)^r \right\}_{r=0,...,k}.
\]

Any other suitable basis of \( \mathbb{P}^k \) may be considered if necessary. The associated dot product on the interface \( I^{n+1/2} \) is defined as:

\[
< f, g >^n = \frac{1}{\Delta t} \int_{t^n}^{t^{n+1}} f(t)g(t) \, dt.
\]

**Evolution step:** We let the solution evolve in an exact way until the next time step. The main difference with the GRP is that we have two approximations of the solution: one on the cells and one on the interfaces. If \( a > 0 \), the solution at time \( t^{n+1} \) and on the interface \( x_{i-1/2} \times I^{n+1/2} \) is fully determined by the values of \( u^n_i \) and \( v_{i-1/2}^{n+1/2} \). If \( a < 0 \), the solution at time \( t^{n+1} \) and on the interface \( x_{i-1/2} \times I^{n+1/2} \) is fully determined by the values of \( u^n_i \) and \( v_{i+1/2}^{n+1/2} \) (see Fig 2). This implies that the scheme will be compact, since all the information required to compute the solution lies inside a single cell. Thanks to the linearity of the equation, the exact evolution of the solution is easy to compute. When \( a > 0 \) and \( \lambda = \frac{a \Delta t}{\Delta x} < 1 \), the exact solutions are:

\[
u^b_i(x, t^n + \Delta t) = \begin{cases} v_{i-1/2}^{n+1/2} \left( t^{n+1} - \frac{x - x_{i-1/2}}{a} \right), & \text{if } (x - x_{i-1/2}) < a \Delta t \\ u^n_i(x - a \Delta t), & \text{otherwise,} \end{cases}
\]

\[
u^{n+1/2}_h(t, x_{i+1/2}) = u^n_i(x_{i+1/2} - a(t - t^n)).
\]

And when \( \lambda > 1 \), we have:

\[
u^b_i(x, t^n + \Delta t) = v_{i+1/2}^{n+1/2} \left( t^{n+1} - \frac{x - x_{i+1/2}}{a} \right),
\]

\[
u^{n+1/2}_h(t, x_{i+1/2}) = \begin{cases} u^n_i(x_{i+1/2} - a(t - t^n)), & \text{if } (t - t^n) > \frac{\Delta x}{a} \\ v_{i+1/2}^{n+1/2} \left( t - \frac{\Delta x}{a} \right), & \text{otherwise.} \end{cases}
\]

As a convention, we will speak of explicit case when \( \lambda < 1 \) and implicit case when \( \lambda > 1 \), although the scheme will be able to handle both of them similarly.
Projection step: The exact solutions are projected onto the spaces $\mathbb{P}^k_C$ and $\mathbb{P}^k_I$ respectively. The exact solution is projected on $\mathbb{P}^k_C$ in the cell $C_i$ at time $t^{n+1}$ and the exact solution is projected onto $\mathbb{P}^k_I$ on the interface $x_i+\frac{1}{2} \times (t^n, t^{n+1})$. This leads to two minimization problems:

\[
\|u_i^{n+1} - u_h^i(t^n + \Delta t)\|_i = \inf_{p \in \mathbb{P}_C^k} \|p - u_h^i(t^n + \Delta t)\|_i, \quad (8)
\]

\[
\|v_{i+\frac{1}{2}}^{n+\frac{1}{2}} - v_h^{n+\frac{1}{2}}(x_i+\frac{1}{2})\|^2 = \inf_{q \in \mathbb{P}_I^k} \|q - v_h^{n+\frac{1}{2}}(x_i+\frac{1}{2})\|^2. \quad (9)
\]

Thanks to the Petrov-Galerkin conditions, we can rewrite (8)-(9) as:

\[
< u_i^{n+1} - u_h^i(t^n + \Delta t), \frac{x - x_i}{\Delta x} >_{i=0} \forall l = 0, \ldots, k, \quad (10)
\]

\[
< v_{i+\frac{1}{2}}^{n+\frac{1}{2}} - v_h^{n+\frac{1}{2}}(x_i+\frac{1}{2}), \frac{t - t^{n+\frac{1}{2}}}{\Delta t} >_{r=0} \forall r = 0, \ldots, k. \quad (11)
\]

Using the decomposition of the solutions in their corresponding basis:

\[
u_{i+\frac{1}{2}}^{n+\frac{1}{2}}(t) = \sum_{s=0}^{k} \beta_{i+\frac{1}{2}}^{n+\frac{1}{2},s} \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^s,
\]

\[
u_{i}^{n+1}(x) = \sum_{j=0}^{k} \alpha_{i}^{n+1,j} \left( \frac{x - x_i}{\Delta x} \right)^j,
\]
the minimization problems (10)-(11) are equivalent to solving the two following linear systems of size \(k + 1\):

\[
\sum_{j=0}^{k} \alpha_i^{n+1,j} < \left( \frac{x-x_i}{\Delta x} \right)^j, \left( \frac{x-x_i}{\Delta x} \right)^l >_1 =< u_h^b(t^n + \Delta t), \left( \frac{x-x_i}{\Delta x} \right)^l >_1 \quad \forall l = 0, \ldots, k, \\
\sum_{s=0}^{k} \beta_{i+\frac{1}{2},s}^{n+1} < \left( \frac{t-t^n+\frac{1}{2}}{\Delta t} \right)^s, \left( \frac{t-t^n+\frac{1}{2}}{\Delta t} \right)^r >_n =< v_h^s(x_{i+\frac{1}{2}}), \left( \frac{t-t^n+\frac{1}{2}}{\Delta t} \right)^r >_n \quad \forall r = 0, \ldots, k. 
\]

The left hand sides in (12)-(13) have the same form independently of \(\lambda\):

\[
< \left( \frac{x-x_i}{\Delta x} \right)^j, \left( \frac{x-x_i}{\Delta x} \right)^l >_1 = \frac{1}{j+l+1} \left( \frac{1}{2} \right)^{j+l+1} [1 - (-1)^{j+l+1}] = A_u(j, l), \\
< \left( \frac{t-t^n+\frac{1}{2}}{\Delta t} \right)^s, \left( \frac{t-t^n+\frac{1}{2}}{\Delta t} \right)^r >_n = \frac{1}{s+r+1} \left( \frac{1}{2} \right)^{s+r+1} [1 - (-1)^{s+r+1}] = A_v(s, r).
\]

The right hand sides in (12)-(13) will have two expressions depending on the value of \(\lambda\). If we assume \(a > 0\), we have in the explicit case:

\[
< u_h^b(t^n + \Delta t), \left( \frac{x-x_i}{\Delta x} \right)^l >_1 = \sum_{j=0}^{k} \beta_{i+\frac{1}{2},j}^{n+1} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}+a\Delta t} \left( \frac{t^n+1-x_{i-\frac{1}{2}}}{\Delta t} - \frac{x-x_i}{\Delta x} \right)^j \left( \frac{x-x_i}{\Delta x} \right)^l \, dx \\
+ \sum_{j=0}^{k} \alpha_i^{n,j} \frac{1}{\Delta x} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}+a\Delta t} \left( \frac{x-a\Delta t-x_i}{\Delta x} \right)^j \left( \frac{x-x_i}{\Delta x} \right)^l \, dx \\
= \sum_{j=0}^{k} \beta_{i+\frac{1}{2},j}^{n+1} j_{ex}^1(j, l) + \alpha_i^{n,j} j_{ex}^2(j, l) = b_u(l), \\
< v_h^{n+\frac{1}{2}}(x_{i+\frac{1}{2}}), \left( \frac{t-t^n+\frac{1}{2}}{\Delta t} \right)^r >_n = \sum_{s=0}^{k} \alpha_i^{n,s} \frac{1}{\Delta t} \int_{t^n}^{t^n+1} \left( \frac{1}{2} - \frac{a(t-t^n)}{\Delta x} \right)^s \left( \frac{t-t^n+\frac{1}{2}}{\Delta t} \right)^r \, dt \\
= \sum_{s=0}^{k} \alpha_i^{n,s} K_{ex}(s, r) = b_v(r),
\]
where the coefficients $J^1_{ex}$, $J^2_{ex}$ and $K_{ex}$ can be recursively computed:

$$J^1_{ex}(j, l) = \frac{1}{l+1} \left[ \left( -\frac{1}{2} \right)^j \left( \frac{\lambda}{l+1} - \frac{1}{2} \right)^{l+1} - \left( \frac{1}{2} \right)^j \left( -\frac{1}{2} \right)^{l+1} \right] + \frac{j}{\lambda(l+1)} J^1_{ex}(j-1, l+1),$$

$$J^2_{ex}(j, l) = \frac{1}{l+1} \left[ \left( \frac{1}{2} \right)^{l+1} \left( 1 - \frac{\lambda}{2} \right)^j - \left( \frac{1}{2} \right)^{l+1} \left( \frac{1}{2} - \frac{\lambda}{2} \right)^j \right] - \frac{j}{l+1} J^2_{ex}(j-1, l+1),$$

$$K_{ex}(s, r) = \frac{1}{r+1} \left[ \left( \frac{1}{2} \right)^s \left( 1 - \frac{1}{2} \right)^{r+1} - \left( \frac{1}{2} \right)^s \left( 1 - \frac{1}{2} \right)^{r+1} \right] + \frac{s\lambda}{r+1} K_{ex}(r-1, s+1).$$

For the implicit case, we have:

$$< u^l_i(t^n + \Delta t), \left( \frac{x - x_i}{\Delta x} \right)^l > = \sum_{j=0}^{k} \beta^{n+1/2, j}_i \frac{1}{\Delta t} \int_{x_{i-1/2}}^{x_{i+1/2}} \left( \frac{t^{n+1} - x_i}{\Delta t} \right)^j \left( x_i / \Delta x \right)^l \mathrm{d}x$$

$$< v^t_{k^{n+1/2}}(x_{i+1/2}), \left( \frac{t - t^{n+1/2}}{\Delta t} \right)^r > = \sum_{s=0}^{k} \alpha^{n+1/2, s}_i \frac{1}{\Delta t} \int_{x_{i-1/2}}^{x_{i+1/2}} \left( \frac{t^{n+1} - x_i}{\Delta t} \right)^s \left( x_i / \Delta x \right)^r \mathrm{d}t$$

where the coefficients $J_{im}$, $K^1_{im}$ and $K^2_{im}$ can be recursively calculated:

$$J_{im}(j, l) = \frac{1}{l+1} \left[ \left( \frac{1}{2} - \frac{1}{2} \right)^j \left( \frac{1}{2} \right)^{l+1} - \left( \frac{1}{2} \right)^j \left( -\frac{1}{2} \right)^{l+1} \right] + \frac{j}{\lambda(l+1)} J_{im}(j-1, l+1),$$

$$K^1_{im}(s, r) = \frac{1}{r+1} \left[ \left( -\frac{1}{2} \right)^s \left( 1 - \frac{1}{2} \right)^{r+1} - \left( \frac{1}{2} \right)^s \left( -\frac{1}{2} \right)^{r+1} \right] + \frac{s\lambda}{r+1} K^1_{im}(s-1, r+1),$$

$$K^2_{im}(s, r) = \frac{1}{r+1} \left[ \left( \frac{1}{2} - \frac{1}{2} \right)^s \left( 1 - \frac{1}{2} \right)^{r+1} - \left( \frac{1}{2} \right)^s \left( \frac{1}{2} - \frac{1}{2} \right)^{r+1} \right] + \frac{s\lambda}{r+1} K^2_{im}(s-1, r+1).$$

The computations are similar in the case $a < 0$.

In practice, the method can be summarized in the following way:

- At the initial time, the solution $u^0_i(x)$ is known inside each cell, and the solution $u^1_f(t)$ is known on the corresponding boundary of the domain (left if $a > 0$, right if $a < 0$).
- The mesh is ran from the left to the right if $a > 0$, from the right to left otherwise.
Inside each volume $K^n_i$, two linear systems of size $k + 1$ have to be solved to compute the updates $u^{n+1}_i(x)$ and $v^{n+\frac{1}{2}}_{i+\frac{1}{2}}(t)$ if $a > 0$, $v^{n+\frac{1}{2}}_{i-\frac{1}{2}}(t)$ if $a < 0$:

$$A_u \alpha^{n+1}_i = b_u,$$

$$A_v \beta^{n+\frac{1}{2}}_{i+\frac{1}{2}} = b_v.$$  \hspace{1cm} (14)

(15)

At the end of the iteration, the two approximations $u^{n+1}_i(x)$ and $v^{n+\frac{1}{2}}(t)$ of the solution are still in their respective spaces $P^n_C$ and $P^n_F$ by construction. Since the matrices $A_u$ of the system (14) and $A_v$ of the system (15) do not depend on space and time, they have to be computed and inverted only once.

**Example** When $k = 0$, i.e. the constant case, we have:

$$u^n_i(x) = \alpha^n_i \in \mathbb{R},$$

$$v^{n+\frac{1}{2}}_{i+\frac{1}{2}}(t) = \beta^{n+\frac{1}{2}}_{i+\frac{1}{2}} \in \mathbb{R},$$

and the corresponding schemes are:

**Explicit (\(\lambda \leq 1\)):**

$$\begin{aligned}
    v^{n+\frac{1}{2}}_{i+\frac{1}{2}} &= u^n_i, \\
    u^{n+1}_i &= \lambda v^{n+\frac{1}{2}}_{i+\frac{1}{2}} + (1 - \lambda) u^n_i,
\end{aligned}$$

**Implicit (\(\lambda > 1\)):**

$$\begin{aligned}
    u^{n+1}_i &= v^{n+\frac{1}{2}}_{i+\frac{1}{2}}, \\
    v^{n+\frac{1}{2}}_{i+\frac{1}{2}} &= \frac{1}{\lambda} u^n_i + (1 - \frac{1}{\lambda}) v^{n+\frac{1}{2}}_{i+\frac{1}{2}}.
\end{aligned}$$

We note that the resulting scheme is nothing but the upwind scheme.

When $k = 1$, we have:

$$u^n_i(x) = \alpha^{n,0}_i + \alpha^{n,1}_i x,$$

$$v^{n+\frac{1}{2}}_{i+\frac{1}{2}}(t) = \beta^{n+\frac{1}{2},0}_{i+\frac{1}{2}} + \beta^{n+\frac{1}{2},1}_{i+\frac{1}{2}} t,$$

and the corresponding explicit scheme reads:

$$\begin{aligned}
    \alpha^{n+1,0}_i &= \alpha^{n,0}_i (1 - \lambda) - \frac{\lambda}{2} (1 - \lambda) \alpha^{n,1}_i + \lambda \beta^{n+\frac{1}{2},0}_{i+\frac{1}{2}}, \\
    \alpha^{n+1,1}_i &= 6 \lambda (1 - \lambda) [\alpha^{n,0}_i - \beta^{n+\frac{1}{2},0}_{i+\frac{1}{2}}] + (1 - \lambda) (1 - 2 \lambda - 2 \lambda^2) \alpha^{n,1}_i - \lambda^2 \beta^{n+\frac{1}{2},1}_{i+\frac{1}{2}}, \\
    \beta^{n+\frac{1}{2},0}_{i+\frac{1}{2}} &= \alpha^{n,0}_i + \frac{1}{\lambda \alpha^{n,1}_i}, \\
    \beta^{n+\frac{1}{2},1}_{i+\frac{1}{2}} &= -\lambda \alpha^{n,0}_i.
\end{aligned}$$

It is to note that this explicit scheme turns out to be equivalent to the one developed by Dai and Woodward in [13]. Their scheme, based on moment conservation for non-linear equations is however only defined in the explicit case.

In addition to be rather simple to write, we can prove that the scheme we developed is conservative and of order $k + 1$ in time and in space.
Theorem 1 The scheme is conservative on its first moment $a^{n,0}$ and exactly preserves the polynomials of degree $k$.

Let us emphasize that the scheme is only conservative with respect to its first moment. Therefore, if it is used in a finite volumes context, the higher order moments have to be understood as high-order corrections.

Proof By definition of the scheme:

$$
\sum_i a_i^{n+1,0} = \int_R u^k(x, t^{n+1})dx,
= \int_R u^k(x - a\Delta t, t^n)dx = \sum_i a_i^{n,0},
$$

and therefore the scheme is conservative on its first moment.

To simplify the calculations, we suppose that $a > 0$ and use an induction procedure.

We first consider the explicit scheme:

- At time $t = 0$, the initial solution is polynomial: $u_0(x) \in \mathbb{R}_k[X]$.

- At time $t = t^n$, we suppose that the solution given by the scheme is the exact solution:
  $u^n(x) = u_0(x - a\Delta t^n)$. In particular, $u^n(1) \in \mathbb{R}_k[X]$.

We want to prove that the exact solution is still preserved by the scheme at time $t = t^n + \Delta t$.

- Considered approximation: inside each cell $C_i$ of the domain at time $t^n$, we have $u^n_i(x) = u^n(x)_{C_i}$, which is the projection of $u^n(x)$ onto the space $\mathbb{P}_k^i$. Since $u^n(x)$ is a polynomial of degree $k$, its projection $\{u^n_i(x)\}_{i \in Z}$ onto the space $\mathbb{P}_k^i$ is the exact polynomial written in the corresponding basis.

- Evolution step: this step consists in doing an exact evolution of the solution. If we focus on the volume $K_{i+\frac{1}{2}}$, the exact solution on the left interface $x_{i-\frac{1}{2}}$ is:

  $$
v_h^{n+\frac{1}{2}}(t, x_{i-\frac{1}{2}}) = u^n_{i-1}(x_{i-\frac{1}{2}} - a(t - t^n)) \in \mathbb{R}_k[X],
$$

and on the right interface $x_{i+\frac{1}{2}}$:

  $$
v_h^{n+\frac{1}{2}}(t, x_{i+\frac{1}{2}}) = u^n_i(x_{i+\frac{1}{2}} - a(t - t^n)) \in \mathbb{R}_k[X].
$$

The exact solution in the cell $C_i$ is:

  $$
u^n_i(x, t^n + \Delta t) = \begin{cases} 
  v_{i-\frac{1}{2}}^{n+\frac{1}{2}} \left( t^{n+1} - \frac{x_{i-\frac{1}{2}} - x_{i+\frac{1}{2}}}{a} \right), & \text{if } (x - x_{i-\frac{1}{2}}) < a\Delta t, \\
  u^n_i(x - a\Delta t), & \text{otherwise}.
\end{cases}
$$

- Projection step: the exact solutions are projected onto the corresponding space $\mathbb{P}_k^i$. On the left interface $x_{i-\frac{1}{2}}$, since $v_{i-\frac{1}{2}}^{n+\frac{1}{2}}(x_{i-\frac{1}{2}}) \in \mathbb{R}_k[X]$, the projection onto $\mathbb{P}_k^i$ is exact. Therefore the exact solution is a polynomial of degree $k$. Its projection in $\mathbb{P}_k^i$ is hence the same polynomial. So the solution on the interface $x_{i-\frac{1}{2}}$ is the exact solution:

  $$
v_{i-\frac{1}{2}}^{n+\frac{1}{2}}(t) = v_{i-\frac{1}{2}}^{n+\frac{1}{2}}(t, x_{i-\frac{1}{2}}) = u^n_{i-1}(x_{i-\frac{1}{2}} - a(t - t^n)).
$$

Consequently:

  $$
u^n_i(x, t^n + \Delta t) = \begin{cases} 
  u^n_{i-1}(x - a\Delta t), & \text{if } (x - x_{i-\frac{1}{2}}) < a\Delta t, \\
  u^n_i(x - a\Delta t), & \text{otherwise}.
\end{cases}
$$
Since \( u_h^n(t^n) \in \mathbb{R}_k[X] \), \( u_h^n(t^n + \Delta t) \in \mathbb{R}_k[X] \) and the projection onto \( \mathbb{P}_k^k \) is once again exact,

\[
u_{i+1} = u_h^n(x, t^n + \Delta t) = u^n(x - a \Delta t) \mid_{C_i}.
\]

- Finally, we have \( u^{n+1}_h(x) = u^n(x - a \Delta t) = u_0(x - a t^{n+1}) \), so the explicit scheme gives the exact solution if \( u_0 \in \mathbb{R}_k[X] \).

Then we have the implicit case, where we recall that \( a > 0 \).

- At time \( t = 0 \), we assume that the initial and left boundary solutions are polynomials of degree \( k \); \( u_0(x) \in \mathbb{R}_k[X] \) and \( v_{\Delta t}(t) \in \mathbb{R}_k[X] \).
- At time \( t = t^n \), we suppose that the solution \( u^n(x) \) given by the scheme is the exact solution:

\[
u^n(X) = u_0(x - a t^n) \in \mathbb{R}_k[X].
\]

We want to prove that this exact solution is still preserved by the scheme at time \( t = t^n + \Delta t \).

- Considered approximation: inside each cell \( C_i \) of the domain at time \( t^n \), we have \( u^n(x) \) = \( u^n(x) \mid_{C_i} \), which is the projection of \( u^n(x) \) onto the space \( \mathbb{P}_k^k \). Since \( u^n(x) \) is a polynomial of degree \( k \), its projection \( \{ u^n(x) \}_i \in \mathbb{R}_k \) onto the space \( \mathbb{P}_k^k \) is the exact polynomial. On the left boundary, we have \( v_{+}^{n+1} = v_{\Delta t}(t) \mid_{t^n} \), the exact solution.

- We focus on the first volume \( K_{1+}^{n+1} \).

- Evolution step: the exact solution on the cell \( C_1 \) is:

\[
u_{1+1} = v_{1+1}^{n+1} \left( t^{n+1} - \frac{x - x_+}{a} \right) = v_{\Delta t} \left( t^{n+1} - \frac{x - x_+}{a} \right) \mid_{t^{n+1}}
\]

and on the interface \( x_+ \):

\[
u_{+}^{n+1} = \begin{cases} u^n(x_+ - a(t - t^n)), & \text{if } (t - t^n) < \frac{\Delta x}{a}, \\ v_{+}^{n+1} \left( t - \frac{\delta x}{a} \right), & \text{otherwise.} \end{cases}
\]

- Projection step: the exact solutions are projected onto the corresponding spaces \( \mathbb{P}_k^k \).

On the cell \( C_1 \), since \( v_{+}^{n+1} \in \mathbb{R}_k[X] \), the projection onto \( \mathbb{P}_k^k \) is exact:

\[
u_{1+1} = u_1^n(x, t^n + \Delta t) = v_{\Delta t} \left( t^{n+1} - \frac{x - x_+}{a} \right)
\]

Consequently, on the interface \( x_+ \) we have:

\[
u_{+}^{n+1} = \begin{cases} v_{+}^{n-1} \left( t - \frac{\Delta x}{a} \right), & \text{if } (t - t^n) < \frac{\Delta x}{a}, \\ v_{+}^{n+1} \left( t - \frac{\delta x}{a} \right), & \text{otherwise} \end{cases} = \begin{cases} v_{\Delta t}(t - \frac{\Delta x}{a}) \mid_{t^{n-1}}, & \text{if } (t - t^n) < \frac{\Delta x}{a}, \\ v_{\Delta t}(t - \frac{\delta x}{a}) \mid_{t^{n+1}}, & \text{otherwise.} \end{cases}
\]

Since \( v_{\Delta t}(t) \in \mathbb{R}_k[X], v_1^n \in \mathbb{R}_k[X] \) and the projection onto \( \mathbb{P}_k^k \) is once again exact.

- We suppose now that we calculated the exact solutions \( u_{+}^{n+1} \) and \( v_{+}^{n+1} \) on the volumes \( \{K_p^k\}_{p=1, \ldots, p-1} \). We focus on the volume \( K_p^k \).
• Evolution step: the exact solution on the cell $C_i$ at time $t^{n+1}$ is:

$$ u^h_i(x, t^n + \Delta t) = u^i_{n-1} \left(t^{n+1} - \frac{x - x_{i-\frac{1}{2}}}{a}\right), $$

and on the interface $x_{i+\frac{1}{2}}$:

$$ v^h_{n+\frac{1}{2}}(t, x_{i+\frac{1}{2}}) = \begin{cases} u^n_i(x_{i+\frac{1}{2}} - a(t - t^n)), & \text{if } (t - t^n) < \frac{\Delta x}{a}, \\ v^{n+\frac{1}{2}}_i(t - \frac{\Delta x}{a}), & \text{otherwise.} \end{cases} $$

• Projection step: we project the exact solution in the corresponding spaces $\mathbb{P}^k$. On the cell $C_i$, since $v^i_{n+\frac{1}{2}}(t) \in \mathbb{R}_k[X]$, the projection onto $\mathbb{P}^k_{C_i}$ is exact:

$$ v^{n+1}_i(x) = u^h_i(x, t^n + \Delta t) = v_{i-\frac{1}{2}} \left(t^{n+1} - \frac{x - x_{i-\frac{1}{2}}}{a}\right). $$

Since we have the exact solutions on the interfaces $\{x_{p+\frac{1}{2}}\}_{p=1, \ldots, i-1}$, we have:

$$ u^h_i(x, t^n + \Delta t) = \begin{cases} u^n_{i-1}(x - a\Delta t), & \text{if } x > x_{i-\frac{1}{2}} + a\Delta t - \Delta x, \\ u^n_{i-2}(x - a\Delta t), & \text{if } x_{i-\frac{1}{2}} + a\Delta t - \Delta x > x > x_{i-\frac{1}{2}} + a\Delta t - 2\Delta x \\
\vdots & \\
 u^n_{i-p}(x - a\Delta t), & \text{if } x_{i-\frac{1}{2}} + a\Delta t - (p - 1)\Delta x > x > x_{i-\frac{1}{2}} + a\Delta t - p\Delta x \\
 u^n_{i-p-1}(x - a\Delta t), & \text{if } x_{i-\frac{1}{2}} + a\Delta t - p\Delta x > x > x_{i-\frac{1}{2}} + a\Delta t - (p + 1)\Delta x \\
v^{n+\frac{1}{2}}_{i-p-\frac{1}{2}} \left(t^{n+1} - \frac{x - x_{i-p-\frac{1}{2}}}{a}\right), & \text{otherwise.} \end{cases} $$

If we define $j = \text{int} \left(\frac{t^n - t_i}{\Delta t}\right)$, since we are on the cell $C_i$, we have:

$$ u^h_i(x, t^n + \Delta t) \big|_{C_i} = \begin{cases} u^n_{i-j}(x - a\Delta t), & \text{if } x > x_{i-\frac{1}{2}} + a\Delta t - j\Delta x \\
 u^n_{i-j-1}(x - a\Delta t), & \text{if } x_{i-\frac{1}{2}} + a\Delta t - j\Delta x > x \\
u^n(x - a\Delta t) \big|_{C_i}. \end{cases} $$

Since $u^h_i(x, t^n + \Delta t) \in \mathbb{R}_k[X]$, its projection $v^{n+1}_i(x)$ onto $\mathbb{P}^k_{C_i}$ is exact. On the right interface, we have:

$$ v^h_{n+\frac{1}{2}}(t, x_{i+\frac{1}{2}}) = \begin{cases} v^{n-\frac{1}{2}}_i(t - \frac{\Delta x}{a}), & \text{if } (t - t^n) < \frac{\Delta x}{a}, \\ v^{n+\frac{1}{2}}_i(t - \frac{\Delta x}{a}), & \text{otherwise.} \end{cases} $$

$$ = \begin{cases} v^{n-\frac{1}{2}}_i(t - \frac{\Delta x}{a}) \big|_{j^{n+1}}, & \text{if } (t - t^n) < \frac{\Delta x}{a}, \\ v^{n+\frac{1}{2}}_i(t - \frac{\Delta x}{a}) \big|_{j^{n+1}}, & \text{otherwise.} \end{cases} $$

Since $v^h_{n+\frac{1}{2}}(t, x_{i+\frac{1}{2}}) \in \mathbb{R}_k[X]$, its projection $v^{n+\frac{1}{2}}_i(t)$ onto $\mathbb{P}^k$ is exact.

Finally, the implicit scheme gives the exact solution if $u_0(x) \in \mathbb{R}_k[X]$ and $v_0(t) \in \mathbb{R}_k[X]$. The scheme is therefore of order $k + 1$ in space and time for both implicit and explicit cases. Furthermore, it is very compact. This is an important edge for programming and it will also simplify the extension in two dimensions on unstructured meshes. To illustrate the method we developed, some numerical results are presented in the next section.
2.3 Numerical results

The one-dimensional scheme is now illustrated on test-cases. All of them are done with a speed $a = \frac{7}{8}$ on a regular mesh and with periodic boundary conditions.

**Convergence for regular solution**

We consider a regular initial solution in order to test the numerical order of accuracy: 

$$u_0(x) = \sin(\pi x)$$

for $x \in [-1, 1]$.

Table 1 gives the $L^2$-error between the exact solution and the solution given by the explicit ($\lambda = 0.5$) and the implicit schemes ($\lambda = 10$) after a time $t = 10$ s. The expected orders are recovered. Moreover, we see that the $L^2$-errors are very small. In practice for the explicit scheme, the code had to be run in quadruple precision because the errors were smaller than the numerical double precision. Since the considered time step is larger than with the explicit one, the errors are larger, yet still small, for the implicit scheme.

The space-time GRP scheme is then compared with the WENO and Discontinuous Galerkin (DG) methods.

The WENO method is an extension of the ENO scheme introduced by Harten and al. [28] and was developed by Liu and al. [36]. It was extended to higher order and in multi space dimensions (see [31, 2, 18]). This scheme almost respects the maximum principle, but its computational cost is rather expensive because of the wide stencil and the numerous coefficients it requires.

The Discontinuous Galerkin method was developed by Cockburn and Shu in their series of articles [11, 12] (see also [19, 30]).

Unlike the space-time GRP scheme, these two methods are designed to approximate non-linear equations, but their corresponding high-order implicit extensions (see [37, 42, 33]) are not straightforward. In addition, the generalization in any order $k$ with the WENO or DG is not immediate in the sense that there is no general formula.

From a practical point of view, we used for numerical experiments the DG method as it was written in [11]. The WENO scheme is the one proposed in [36] but with a TVD Runge-Kutta method [27].

The $L^2$-errors of the third order version of these three methods are compared in Table 2. We took the same initial conditions as above but since the DG method has a more restrictive CFL condition, we had to take $\lambda = 0.2$.

The order of accuracy is recovered by each method. However, we see that the errors obtained with the WENO scheme are several orders of magnitude larger than with the two other methods.

---

**Table 1** Convergence tables for the explicit scheme (left) and implicit scheme (right)

<table>
<thead>
<tr>
<th>$k$</th>
<th># cells</th>
<th>$L^2$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64</td>
<td>2.501.10^{-3}</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>1.633.10^{-4}</td>
<td>2.783</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>5.798.10^{-5}</td>
<td>2.648</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>64</td>
<td>1.813.10^{-4}</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>1.008.10^{-5}</td>
<td>4.000</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>6.300.10^{-11}</td>
<td>4.000</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>64</td>
<td>7.718.10^{-14}</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>1.205.10^{-14}</td>
<td>6.000</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>1.883.10^{-16}</td>
<td>6.000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$k$</th>
<th># cells</th>
<th>$L^2$ error</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>64</td>
<td>3.388.10^{-1}</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>5.452.10^{-2}</td>
<td>2.635</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>7.296.10^{-3}</td>
<td>2.902</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>64</td>
<td>4.748.10^{-3}</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>2.880.10^{-5}</td>
<td>4.043</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>1.570.10^{-7}</td>
<td>4.197</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>64</td>
<td>1.875.10^{-1}</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>2.958.10^{-5}</td>
<td>5.996</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>4.947.10^{-11}</td>
<td>5.902</td>
<td></td>
</tr>
</tbody>
</table>
Table 2 Comparison of the convergence of the three 3rd order methods

<table>
<thead>
<tr>
<th># cells</th>
<th>WENO</th>
<th>DG</th>
<th>Space-time GRP</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>3.15810^{-1}</td>
<td>1.14310^{-4}</td>
<td>1.53110^{-5}</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>1.07810^{-1}</td>
<td>1.41110^{-5}</td>
<td>1.91410^{-6}</td>
<td>3.00002</td>
</tr>
<tr>
<td>128</td>
<td>2.40510^{-2}</td>
<td>1.75710^{-6}</td>
<td>2.39410^{-7}</td>
<td>2.99954</td>
</tr>
<tr>
<td>256</td>
<td>3.14810^{-3}</td>
<td>2.19410^{-7}</td>
<td>2.99210^{-8}</td>
<td>2.99991</td>
</tr>
</tbody>
</table>

Fig. 3 Comparison of the three methods at \( t = 1000 \) s

In practice, this implies that 10 times more cells are required to obtain the same accuracy. The GRP scheme and the DG give comparable results, but we recall that the CFL condition of the DG scheme becomes more restrictive when the order increases.

Discontinuous solution
We now consider the piecewise constant function:

\[
u_0(x) = \begin{cases} 
1, & \text{if } 0.4 < x < 0.6 \\
-1, & \text{otherwise}
\end{cases}
\]

as initial solution in the domain \([0, 1]\). The solutions presented here are obtained with 100 cells. The first test-case is a comparison of the three explicit methods of order 3: space-time GRP, WENO and DG in long time. The solutions represented in Figure 3 are obtained with \( \lambda = 0.2 \) and after a time \( t = 1000 \) s. After this very long time, the WENO approximation is smeared and the exact solution can hardly be guessed. On the other hand, the DG and GRP approximations are in a good agreement with the exact solution, with a slight edge for the latter. Concerning the CPU-time, the DG and space-time GRP schemes have a similar computational cost while the WENO method is clearly more expensive.

From now on, we focus on the results of the space-time GRP scheme to check that it has the expected behaviour in long time and with large CFL. The first test-case is devoted to the impact of the degree \( k \) of the polynomials in long time, and the second test-case shows some results in a very long time.

The approximations of the solution for different \( k \) are compared on Figure 4 after a time \( t = 1000 \) s with \( \lambda = 10 \) and \( \lambda = 50 \).
When $k$ increases, in addition to improve the quality of the results, the overshoots are concentrated around the discontinuities and their amplitudes decrease. Taking an increasing degree $k$, the approximation can be as close to the exact solution as expected.

The scheme is now tested on an extremely long time $t = 15000$ s. Figure 5 shows the results with $k = 13$ for a CFL number $\lambda = 5$ and $\lambda = 20$.

Despite the difficulty of the test-case (only 100 cells and an extremely long time), the approximations are very close to the exact solution. Furthermore, the computational time of such a benchmark is still reasonable. With $\lambda = 5$, we have a ratio of 8.3 with $k = 3$, of 12.8 with $k = 2$ and of 20 with $k = 1$.

If we want an extremely long time and a very large CFL, $k$ eventually has to be very large. Since the condition number of the matrices increases with $k$, the numerical errors turn to become important for large values of $k$. In practice, we can hardly exceed $k = 15 - 20$. In such a case, one issue is to use a basis of orthogonal polynomials.

*Linearized Maxwell equations*

Now we use our scheme to approximate the solutions of the system of linearized Maxwell equa-
Fig. 6 Maxwell test-case: solutions at $t = 1$ with $\lambda = 5$ for $k = 0, 1, 2, 3$.

givate the solutions:

$$\partial_t B_z + \partial_x E_y = 0,$$
$$\partial_t E_y + c^2 \partial_x B_z = 0,$$

where $c$ is the speed of the light, $B_z$ and $E_y$ stand for the $z$ component of the magnetic field and the $y$ component of the electric field respectively.

We perform a simulation involving a left-entering signal representative of a laser impulse:

$$B_z(x = 0, t) = 0.5 \exp \left( -100(t - 0.5)^2 \right) \sin(80(t - 0.5)),$$
$$E_y(x = 0, t) = 0,$$

and the initial data is fixed to $B_z(x, t = 0) = E_y(x, t = 0) = 0$. Finally, the speed of the light is normalized: $c = 1$. The main difficulty here lies in the fact that the solution is fully determined by the time-dependent left boundary condition, which is very oscillating. The results for $k = 0, 1, 2$ and 3 for $\lambda = 5$ are shown in Figure 6 and compared to the exact solution.

It is to note that the first order scheme completely fails to reproduce the behavior of the solution. In this case where $\lambda = 5$, the numerical diffusion turns out to be predominant. On the other hand, from $k = 2$ the solution is well preserved. Aside from the general order of the method, in such a situation with a strongly time-dependent boundary condition, having an approximation of order $k + 1$ on the interfaces is an important edge since it greatly improves the approximation of the boundary condition.
Fig. 7 $S_N$ test-case: solutions at $t = 2.5$ with $\lambda = 16$ for $k = 0, 1, 2$.

$S_N$ model for radiative transfer

The objective of this test is to show that our scheme can easily be coupled with a suitable numerical method for source terms. We hence consider the so-called $S_N$ model for radiative transfer:

$$ \partial_t I_j + c \mu_j \partial_x I_j = c \sigma (a T^4 - I_j), \text{ for } j = 1 \ldots N, $$

where $I_j(x, t)$ is a radiative intensity in the direction $\mu_j \in [-1 \ldots 1]$, $c = 1$ is the speed of the light, $a$ is the Stefan-Boltzmann constant and $T$ is the material temperature. The variable of interest here is the radiative energy $E(x, t) = 2\pi \sum_j I_j \omega_j$ where $\omega_j$ are quadrature weights (see [40]).

From a numerical point of view, we here consider a Strang splitting strategy to deal with the source term. For the sake of simplicity, only the first moments $\alpha_0^{n,0}$ are considered when dealing with the source term. This technique is second-order, but higher-order splitting strategies may be used if necessary.

The simulation showed in Figure 7 is obtained with the following setup:

$$ a T^4(x) = e^{-20x^2}, $$
$$ \sigma(x) = e^{-20x^2}, $$
$$ I_j(x, t = 0) = 10^{-2}, $$
$$ I_1(x = -3, t) = 0.3(1 - e^{-t})/\omega_1, \ I_N(x = 3, t) = (1 - e^{-t})/\omega_N, $$

the remaining boundary conditions are of Neumann-type. Furthermore, we set $N = 16$ and $\lambda = 16$. Indeed, since the same time step is used for the whole system, this means that the
maximum value of $\lambda$ is 16 (for $\mu = \pm 1$) but $\lambda$ is smaller in the other directions. We see in Figure 7 that there is a large discrepancy between the reference solution and the first-order scheme. The second-order scheme ($k = 1$) behaves better. Furthermore, using $k = 2$ slightly improves the quality of the solution even though the scheme is still second-order since it is constrained by Strang’s splitting.

### 3 Two-dimensional extension for triangular meshes

#### 3.1 Space-time GRP solver

In this section, we introduce the extension in two dimensions of the space-time GRP scheme we previously developed in one dimension. We still consider the Cauchy problem (2). We assume that we have an unstructured mesh made of triangles and a constant time increment $\Delta t$. For the sake of simplicity, the presentation is restricted to triangular meshes, but any other polygons could be considered. We denote by $(x_i, y_i)$ the center of gravity of the triangle $T_i$ and $V_i$ its area. The edges of the triangles $T_i$ are the segments $s_j$. The segment $s_j = [p_j, q_j], p_j, q_j \in \mathbb{R}^2$ is parametrized by:

$$M = (x, y) \in s_j \Leftrightarrow \exists \omega(x, y) \in [0, 1]/M = p_j + \omega(x, y)\overrightarrow{p_j q_j}.$$

We define as in one dimension the interfaces: $I_j^{n+\frac{1}{2}} = (t^n, t^{n+1}) \times s_j$.

Then we define the set of polynomials of degree $k$ per cell (triangle):

$$P^k_c = \{u \in L^\infty(\mathbb{R}^2)/ u|_{T_i} \in \mathbb{R}_k[X,Y]\}.$$

We consider the canonical basis of this space:

$$\left\{ \left( \frac{x-x_i}{V_i} \right)^p \left( \frac{y-y_i}{V_i} \right)^q \right\}_{p+q=0,...,k}.$$

The associated dot product on the cell $T_i$ is defined by:

$$< f, g > = \frac{1}{V_i} \iint_{T_i} f(x,y)g(x,y) \, dx \, dy.$$

We also consider a set of polynomials per interface:

$$P^k_j = \{u \in L^\infty(\mathbb{R}^2)/ u|_{I_j^{n+\frac{1}{2}}} \in \mathbb{R}_k[X,Y]\}$$

and its basis:

$$\left\{ \left( \frac{t-t^n}{\Delta t} \right)^l \omega^m \right\}_{l+m=0,...,k}.$$

The associated dot product on the interface $I_j^{n+\frac{1}{2}}$ is:

$$< f, g > = \frac{1}{\Delta t} \int_{t^n}^{t^{n+1}} \int_0^1 f(t,\omega)g(t,\omega) \, d\omega \, dt.$$

As in the one-dimensional case, the bases of these two sets of polynomials were chosen to simplify the calculations, but other bases such as the Legendre polynomials may be considered for example.
This scheme once again consists in the usual exact evolution of high-order approximations and projection steps.

**Considered approximations:** The initial solution is assumed to be a polynomial approximation of the solution of degree $k$ inside each triangle: $u_i^0(x, y) \in P_k^0$ for $(x, y) \in T_i$. On each interface, the solution is also assumed to be a polynomial approximation of the solution of degree $k$: for $t^n \leq t \leq t^{n+1}$, $(x, y) \in s_j$, $u(x, y, t) \simeq v_j^{n+\frac{1}{2}}(t, \omega(x, y)) \in P_k^j$.

**Evolution step:** The solutions are exactly evolved during a time step. Thanks to the linearity of the equation, the exact evolution of the solutions can still be computed using the characteristics method. In the cell $T_i$, we consider that the direction of the flux lies between the directions of the two segments $s_{j1}$ and $s_{j2}$. Depending on the sense of the flux $\Omega$, we have two cases to deal with (see Fig 8):

- case one target: the flux enters in the cell through $s_{j1}$ and $s_{j2}$,
- case two targets: the flux enters through the third segment $s_{j3}$.

In each case, we have two subcases to consider (see Fig 9):

- explicit case: some of the characteristic lines coming from the cell $T_i$ at time $t^n$ cross the cell $T_i$ at time $t^{n+1}$,
- implicit case: all the characteristic lines coming from $T_i$ at time $t^n$ cross first an interface.

We can note that, depending on the size of the cells, we can have both explicit and implicit cases during the same time step.

As a convention, we denote by $s_j^n$ the $j^{th}$ segment at time $t^n$ and $s_j^{n+1}$ the $j^{th}$ segment at time $t^{n+1}$. We call $I_j^{n+\frac{1}{2}}$ the rectangular interface delimited by $s_j$ and $(t^n, t^{n+1})$. The choice of parametrization of the segments $s_j$ implies that its two edges are ordered: $s_j = [p_j, q_j]$.

In the following, we detail the computations for the implicit case one target. The other three cases are detailed in the appendix.

**Case one target (implicit):**

- We know the solution $u_i^n(x, y)$ in the cell $T_i$ at time $t^n$ and the solutions $v_{j1}^{n+\frac{1}{2}}(t, \omega)$ and $v_{j2}^{n+\frac{1}{2}}(t, \omega)$ on the interfaces $I_{j1}^{n+\frac{1}{2}}$ and $I_{j2}^{n+\frac{1}{2}}$.  

Fig. 8 Case one target (left) and case two targets (right)
We call $\theta_3$ the intersection between the characteristic line coming from the node $j3$ and the interface $I_{j3}^{n+1}$. We call $M_3$ the projection of $\theta_3$ on $s_{j3}^n$ and $M_3'$ its projection on $s_{j3}^{n+1}$ (see Fig. 10).

The exact solution on the cell $T_i$ at time $t^{n+1}$ is:

$$u_i^h(x, y, t^{n+1}) = \begin{cases} v_{j1}^{n+\frac{1}{2}}(t_1(x, y), \omega_1(x, y)), & \text{if } (x, y) \in F_{j1}^1 \\ v_{j2}^{n+\frac{1}{2}}(t_2(x, y), \omega_2(x, y)), & \text{if } (x, y) \in F_{j2}^1 \end{cases}.$$
where $t_1, \omega_1, t_2$ and $\omega_2$ are the corresponding changes of variables:

$$
\omega_1(x, y) = \frac{\Omega_x(y - y_{p_1} - a\Omega_x(t^n + \Delta t)) - \Omega_y(x - x_{p_1} - a\Omega_x(t^n + \Delta t))}{\Omega_x(y_{q_1} - y_{p_1}) - \Omega_y(x_{q_1} - x_{p_1})}.
$$

$$
t_1(x, y) = \begin{cases} 
\frac{x_{p_1} + \omega_1(x, y)(x_{q_1} - x_{p_1}) - x}{a\Omega_x} + t^n + \Delta t, & \text{if } \Omega_x \neq 0 \\
\frac{y_{p_1} + \omega_1(x, y)(y_{q_1} - y_{p_1}) - y}{a\Omega_y} + t^n + \Delta t, & \text{otherwise}
\end{cases}
$$

$$
\omega_2(x, y) = \frac{\Omega_x(y - y_{p_2} - a\Omega_x(t^n + \Delta t)) - \Omega_y(x - x_{p_2} - a\Omega_x(t^n + \Delta t))}{\Omega_x(y_{q_2} - y_{p_2}) - \Omega_y(x_{q_2} - x_{p_2})}.
$$

$$
t_2(x, y) = \begin{cases} 
\frac{x_{p_2} + \omega_1(x, y)(x_{q_2} - x_{p_2}) - x}{a\Omega_x} + t^n + \Delta t, & \text{if } \Omega_x \neq 0 \\
\frac{y_{p_2} + \omega_1(x, y)(y_{q_2} - y_{p_2}) - y}{a\Omega_y} + t^n + \Delta t, & \text{otherwise}
\end{cases}
$$

The exact solution on the interface $I_{j}^{n+\frac{1}{2}}$ is:

$$
v_{h}^{n+\frac{1}{2}}(t, \omega_j) = \begin{cases} 
v_1^{n+\frac{1}{2}}(x_1(t, \omega), y_1(t, \omega)), & \text{if } (t, \omega) \in D_1 \\
v_1^{n+\frac{1}{2}}(t_3(t, \omega), \omega_3(t, \omega)), & \text{if } (t, \omega) \in D_1^j \\
v_2^{n+\frac{1}{2}}(t_4(t, \omega), \omega_4(t, \omega)), & \text{if } (t, \omega) \in D_2^j
\end{cases}
$$

with:

$$
x_1(t, \omega) = x_{p_3} + \omega(x_{q_3} - x_{p_3}) - a\Omega_x(t - t^n) \\
y_1(t, \omega) = y_{p_3} + \omega(y_{q_3} - y_{p_3}) - a\Omega_y(t - t^n) \\
t_3(t, \omega) = \frac{c_1^1(y_{p_1} - y_{q_1}) + c_2^1(x_{q_1} - x_{p_1})}{d_3} \\
\omega_3(t, \omega) = \frac{ac_2^1\Omega_x - ac_1^1\Omega_y}{d_3} \\
c_1^1 = x_{p_3} - x_{p_1} + \omega(x_{q_3} - x_{p_3}) - a\Omega_xt \\
c_2^1 = y_{p_3} - y_{p_1} + \omega(y_{q_3} - y_{p_3}) - a\Omega_yt \\
d_3 = a\Omega_x(y_{q_1} - y_{p_1}) - a\Omega_y(x_{q_1} - x_{p_1}) \\
t_4(t, \omega) = \frac{c_1^4(y_{p_2} - y_{q_2}) + c_2^4(x_{q_2} - x_{p_2})}{d_4} \\
\omega_4(t, \omega) = \frac{ac_2^4\Omega_x - ac_1^4\Omega_y}{d_4} \\
c_1^4 = x_{p_3} - x_{p_2} + \omega(x_{q_3} - x_{p_3}) - a\Omega_xt \\
c_2^4 = y_{p_3} - y_{p_2} + \omega(y_{q_3} - y_{p_3}) - a\Omega_yt \\
d_4 = a\Omega_x(y_{q_2} - y_{p_2}) - a\Omega_y(x_{q_2} - x_{p_2})
$$

**Projection step:** The exact solutions are now projected onto the space $P_k^h$ in the cell $T_i$ at time $t^{n+1}$, the exact solution is projected onto $P_k$, and on the interfaces $I^{n+\frac{1}{2}}_j$, the solution is projected onto $P_k^h$. For the implicit case one target, this leads to two minimization problems:

$$
\|u_h^{n+1} - u_h^i(t^n + \Delta t)\|_1 = \inf_{p \in P_k} \|p - u_h^i(t^n + \Delta t)\|_1, \quad (16)
$$

$$
\|v_{j3}^{n+\frac{1}{2}} - v_{h}^{n+\frac{1}{2}}(\omega_j)\|_n = \inf_{q \in P_k^h} \|q - v_{h}^{n+\frac{1}{2}}(\omega_j)\|_n, \quad (17)
$$
Thanks to the Petrov-Galerkin conditions, we can rewrite (16)-(17) as:

\[ < u_i^{n+1} - u_i^n(t^{n+1}), \left( \frac{x - x_i}{V_i} \right)^l \left( \frac{y - y_i}{V_i} \right)^m >_1 = 0 \quad \forall \ l + m = 0, \ldots, k, \]  
\[ < v_{j3}^{n+\frac{1}{2}} - v_{h}^{n+\frac{1}{2}}(\omega_{j3}), \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^l \omega^m >_1 = 0 \quad \forall \ l + m = 0, \ldots, k, \]  

Using the decomposition of the solutions in their corresponding basis:

\[ v_i^{n+1}(x, y) = \sum_{p+q=0}^{k} \alpha_i^{n+1,p,q} \left( \frac{x - x_i}{V_i} \right)^p \left( \frac{y - y_i}{V_i} \right)^q, \]
\[ v_{j1}^{n+\frac{1}{2}}(t, \omega) = \sum_{p+q=0}^{k} \beta_{j1}^{n+\frac{1}{2},p,q} \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^p \omega^q, \]
\[ v_{j2}^{n+\frac{1}{2}}(t, \omega) = \sum_{p+q=0}^{k} \beta_{j2}^{n+\frac{1}{2},p,q} \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^p \omega^q, \]
\[ v_{j3}^{n+\frac{1}{2}}(t, \omega) = \sum_{p+q=0}^{k} \beta_{j3}^{n+\frac{1}{2},p,q} \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^p \omega^q, \]

the minimization problems (18)-(19) are equivalent to solving the two following linear systems of size \( \frac{(k+1)(k+2)}{2} \):

\[ \sum_{p+q=0}^{k} \alpha_i^{n+1,p,q} < u_i^{n+1}, \left( \frac{x - x_i}{V_i} \right)^l \left( \frac{y - y_i}{V_i} \right)^m >_1 = < u_h^n(t^{n+1}), \left( \frac{x - x_i}{V_i} \right)^l \left( \frac{y - y_i}{V_i} \right)^m >_1 \quad \forall \ l + m = 0, \ldots, k, \]
\[ \sum_{p+q=0}^{k} \beta_{j3}^{n+\frac{1}{2},p,q} < v_{j3}^{n+\frac{1}{2}}(\omega_{j3}), \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^l \omega^m >_1 = < v_{h}^{n+\frac{1}{2}}(\omega_{j3}), \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^l \omega^m >_1 \quad \forall \ l + m = 0, \ldots, k. \]

For the left hand sides, we have:

\[ < v_i^{n+1}, \left( \frac{x - x_i}{V_i} \right)^l \left( \frac{y - y_i}{V_i} \right)^m >_1 = \frac{1}{V_i} \int_{T_i} \int_{T_i} \left( \frac{x - x_i}{V_i} \right)^{p+l} \left( \frac{y - y_i}{V_i} \right)^{p+m} \, dx \, dy = A_i(p, l, m), \]
\[ < v_j^{n+\frac{1}{2}}, \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^l \omega^m >_1 = \frac{1}{\Delta t} \int_{t^{n+\frac{1}{2}}}^{t^{n+1}} \int_{t^{n+\frac{1}{2}}}^{t^{n+1}} \omega^{q+m} \, dt \, d\omega = \frac{1}{(p + l + 1)(q + m + 1)} \left[ \left( \frac{1}{2} \right)^{p+l+1} \left( -\frac{1}{2} \right)^{q+m+1} \right] = A_j(p, l, m). \]
For the right hand sides, we have for the implicit case one target (18)-(19):

\[
< u_i^p(t^n + \Delta t), \left( \frac{x - x_i}{V_i} \right)^l \left( \frac{y - y_i}{V_i} \right)^m > = \sum_{p+q=0}^k \beta_j^{n+\frac{1}{2}, p, q} j_{p, q, l, m} + \beta_j^{n+1, p, q} j_{p, q, l, m}
\]

\[
< v_h^{n+\frac{1}{2}}(\omega), \left( \frac{t - t^n + \frac{1}{2}}{\Delta t} \right)^l \omega^m > = \sum_{p+q=0}^k \alpha_i^{n+\frac{1}{2}, p, q} K_{p, q, l, m}^{i, m, i} + \beta_j^{n+1, p, q} K_{p, q, l, m}^{i, m, i}
\]

where the coefficients are given by:

\[
j_{p, q, l, m}^{i, m, i} = \frac{1}{V_i} \int_{T_{j1}} \int \left( \frac{t_1(x, y) - t^n + \frac{1}{2}}{\Delta t} \right)^p \omega_1(x, y)^q \left( \frac{x - x_i}{V_i} \right)^l \left( \frac{y - y_i}{V_i} \right)^m \, dx \, dy
\]

\[
j_{p, q, l, m}^{i, m, j} = \frac{1}{V_i} \int_{T_{j2}} \int \left( \frac{t_2(x, y) - t^n + \frac{1}{2}}{\Delta t} \right)^p \omega_2(x, y)^q \left( \frac{x - x_i}{V_i} \right)^l \left( \frac{y - y_i}{V_i} \right)^m \, dx \, dy
\]

\[
K_{p, q, l, m}^{i, m, i} = \frac{1}{\Delta t} \int_{D_{j1}} \int \left( \frac{t_1(t, \omega) - t^n + \frac{1}{2}}{\Delta t} \right)^p \omega_1(t, \omega)^q \left( \frac{t - t^n + \frac{1}{2}}{\Delta t} \right)^l \omega^m \, dt \, d\omega
\]

\[
K_{p, q, l, m}^{i, m, j} = \frac{1}{\Delta t} \int_{D_{j2}} \int \left( \frac{t_2(t, \omega) - t^n + \frac{1}{2}}{\Delta t} \right)^p \omega_2(t, \omega)^q \left( \frac{t - t^n + \frac{1}{2}}{\Delta t} \right)^l \omega^m \, dt \, d\omega
\]

Although these numerous coefficients seem complicated, they are all obtained in the same way once we know the changes of variables and the areas for the exact solutions.

In practice, the method can be summarized in the following way:

- At the initial time, the solution \( u_0(x, y) \) is known inside each triangle \( T_i \) and the solution \( v^\frac{1}{2}(t, \omega) \) is known on the interfaces \( s_j \) of the boundary where the flux enters: \( n_x \cdot \Omega < 0 \), with \( n_x \) the outgoing normal to the segment \( s_j \).
- An order to run the interfaces is defined to insure that the exact solution can be calculated.
- On each interface \( I_j^{n+\frac{1}{2}} \), the corresponding linear system of size \( \frac{(k+1)(k+2)}{2} \) has to be solved to compute the update \( v_j^{n+\frac{1}{2}}(t, \omega) \):

  \[
  \sum_{p+q=0}^k \beta_j^{n+\frac{1}{2}, p, q} A_j(p, q, l, m) = b_j(l, m) \quad \forall \, l + m = 0, \ldots, k.
  \]

- Inside each cell \( T_i \) at time \( t^{n+1} \), the corresponding linear system of size \( \frac{(k+1)(k+2)}{2} \) has to be solved to compute the updates \( u_i^{n+1}(x, y) \):

  \[
  \sum_{p+q=0}^k \alpha_i^{n+1, p, q} A_i(p, q, l, m) = b_i(l, m) \quad \forall \, l + m = 0, \ldots, k.
  \]
We note that the matrices do not depend on time. On each cell, the matrix has then to be computed and inverted once. On the interfaces, we also note that the matrices do not depend on space, so only one matrix has to be computed and inverted for all the interfaces.

**Theorem 2** The scheme exactly preserves the polynomials of degree $k$.

**Proof** The proof is similar to the one-dimensional case.

Finally, the resulting scheme is of order $k + 1$ in space and time. Moreover, we treat the explicit and implicit cases simultaneously. From a numerical point of view, the main difficulty comes from the computation of the integrals in the matrices and in the right hand sides of the systems. To simplify their computations, some quadrature methods of order $2k$ can be used.

To illustrate the method, some numerical results are presented in the next section.

3.2 Numerical results

**Numerical order evaluation**
In this first test-case, the numerical order of the 2D scheme is evaluated in the same fashion as it was done in 1D. Indeed, we consider the solution $u(x, y, t) = \sin(\pi(x - t))$ on the domain $[0, 1]^2 \times [0, 1.5]$. Therefore, the initial and left boundary conditions are fixed accordingly:

$$u_0(x, y) = \sin(\pi x) \text{ and } u(0, y, t) = \sin(-\pi t).$$

The results for $\lambda = 0.9$ are summarized in Table 3. The meshes were obtained using the Triangle software (http://www.cs.cmu.edu/quake/triangle.html)

<table>
<thead>
<tr>
<th>number of cells</th>
<th>max. cell area</th>
<th>$L^2$ error ($k = 1$)</th>
<th>order</th>
<th>$L^2$ error ($k = 2$)</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>16677</td>
<td>$9.908e-5$</td>
<td>$3.504e-5$</td>
<td>2.01</td>
<td>$4.500e-7$</td>
<td>3.2</td>
</tr>
<tr>
<td>20411</td>
<td>$8.000e-5$</td>
<td>$1.388e-5$</td>
<td>1.97</td>
<td>$1.546e-7$</td>
<td>3.92</td>
</tr>
<tr>
<td>322122</td>
<td>$5.000e-5$</td>
<td>$8.731e-6$</td>
<td>-</td>
<td>$4.988e-8$</td>
<td>-</td>
</tr>
</tbody>
</table>

and are not refinement of one another. The expected orders of accuracy are recovered. As in 1D, the $L^2$ errors are very small.

**Advection of a disc**
This test-case is done with a speed $a = 5$ on an unstructured mesh. The domain is a $20 \times 2$ rectangle meshed with 66,408 cells, whose smallest triangle has an area of $1.95 \times 10^{-4}$. For the sake of simplicity, it is chosen long enough to avoid dealing with periodic boundary conditions. We compare here the schemes of order 1, 2 and 3 ($k = 0, 1, 2$). The initial solution is a disc on the left part of the domain (see Figure 11):

$$u_0(x, y) = \begin{cases} 
1, & \text{if } (x - 0.6)^2 + (y - 1)^2 < 0.25 \\
0, & \text{otherwise}
\end{cases}$$

For each degree $k$ of polynomials, the test-case is run with CFL numbers of 0.5 and 10. The solutions are given at time $t = 3.6$ s on Figures 12-13-14. In order to see the mesh and the
Fig. 11 Initial solution and computational domain

Fig. 12 Zoomed solution and contour lines of 0.1, 0.5, 0.9 for $k = 0$ with $CFL = 0.5$ (left) and 10 (right)

Fig. 13 Zoomed solution and contour lines of 0.1, 0.5, 0.9 for $k = 1$ with $CFL = 0.5$ (left) and 10 (right)

Fig. 14 Zoomed solution and contour lines of 0.1, 0.5, 0.9 for $k = 2$ with $CFL = 0.5$ (left) and 10 (right)

Fig. 15 Mesh, zoomed solution and contour lines of 0.1, 0.5, 0.9 for $k = 2$ with $CFL = 0.5$
number of cells in the discontinuity. Figure 15 shows the same result than Figure 14 with the corresponding mesh. For a better visibility, the results are zoomed in $x$ between 17 and 20 and three contour lines of 0.1, 0.5 and 0.9 are added on each figure. We globally note that the results are more diffused in the direction of the flux. The behaviour of the solutions with the different degrees $k$ is really close to the one-dimensional case.

To have a better comparison of the results, some cuts along the axis $y = 1$ are represented on Figure 16. For a better visibility, the graphs are also zoomed in $x$ between 17 and 20.

The same experiment is done with a square initial solution:

$$ u_0(x, y) = \begin{cases} 
1, & \text{if } (x, y) \in [0.2, 1.2] \times [0.5, 1.5] \\
0, & \text{otherwise.} 
\end{cases} $$

The results are shown on Figure 17. Once again, we observe that this approximation is very close to the exact solution, and especially, the angles are preserved.

Figure 18 is done with the disc initial solution on a domain with three times more cells whose smallest triangle has an area of $4.94 \times 10^{-5}$. We took $k = 2$ and a large CFL number (50).

In order to test the scheme in very long time, the last Figure 19 is done with a speed $a = 10^{-3}$ and a CFL number of 20 and shows the solution after a time $t = 18000$ s. In spite of the very long time and the large CFL number, the solution given by the scheme is very close to the exact solution.

The last remark concerns the choice between refining the mesh or taking a smaller CFL number. For a fixed quality of approximation and a given number of cells in the mesh, we look for the corresponding CFL number. We still consider the disc initial solution on a rectangular mesh with a speed $a = 5$. In Table 4, three configurations and their computational time are given.

We observe that if we consider a mesh four times finer, the corresponding CFL number is doubled, and the computational time is quadrupled.
\[ \partial_t I_j + c \Omega_j \nabla_x I_j = c \sigma (aT^4 - I_j), \quad \text{for } j = 1 \ldots N, \]

where \( \Omega_j \in S^2 \) and the other variables have been introduced in the corresponding 1D numerical experiment. As in the 1D case, the source term was taken into account using a simple Strang splitting strategy. Once again, only the first moment of the solution inside the cells is used for this purpose.

The radiative energy \( E = \sum_j I_j \omega_j \), where \( \omega_j \) are quadrature weights, is computed with the following setup: \( N = 16, \ \lambda = 4, \ E(x, t = 0) = 0, \ aT^4 = 0.01 \) on a grid made of 15167 triangles of an hexagonal domain. Two beams are entering the domain with an energy of 1 and two other with an energy of 0.5. Two computations corresponding to \( \sigma = 0.1 \) and \( \sigma = 5 \) are shown on Figure 20 using \( k = 1 \) (which corresponds to second-order as Strang’s splitting).

We clearly see that, even with \( k = 1 \) and \( \lambda = 4 \), that the numerical diffusion is negligible in the direction transverse to the beams.

### 4 Conclusion

In this article, we developed a high-order GRP-type scheme for the linear advection equation with no restriction on the time step. Thanks to the linearity of the equation and our choice of
projection, the scheme simply consists in solving one linear system per cell and one linear system per interface. It was proved that the scheme is of order \( k + 1 \) in space and time for \( k \) arbitrary large. Then, a two-dimensional extension of this scheme has been developed on unstructured meshes. Again, the time step can be chosen arbitrary large. Several test-cases and comparisons have been illustrating the excellent behavior of the scheme. Moreover, the source terms can be included using for instance a relevant operator splitting technique. Compared with the standard GRP technique, it has the advantage of being very compact for any value of the time step while preserving an order \( k + 1 \). It also naturally handles the time-dependent boundary conditions and the compactness of its stencil makes its 2D extension easier to program. On the other hand, the additional projections occurring for very large values of \( \lambda \) makes it slightly less accurate than the GRP scheme.

Compared with the other existing high-order methods, this space-time GRP scheme only requires an initial effort for taking the geometry into account. Once this price has been paid, it is very simple to code for any value of \( k \) (requiring only a relevant quadrature formula). This remark obviously applies to 3D extensions, which will require an effort on the geometry. Finally, this scheme is easily parallelizable: for instance, we observe a factor 8 on 12 processors with nothing but OpenMP routines.

On the other hand, the extension to nonlinear hyperbolic systems is far from being trivial. A BGK-type technique seems a promising candidate.

5 Appendix

Evolution step:
Case two targets (explicit):

- We know the solution \( u^n_t(x, y) \) in the cell \( T_i \) at time \( t^n \) and the solution \( u^{n+\frac{1}{2}}_{j+\frac{1}{2}}(t, \omega) \) on the interface \( f_{j+\frac{1}{2}}^{n+\frac{1}{2}} \).
We define \( \theta_1 \) as the intersection between the characteristic line coming from \( s_{j1}^n \) and the segment \( s_{j3}^{n+1} \). We also define \( \theta_2 \), the intersection between the characteristic line coming from \( s_{j3}^n \) and the segment \( s_{j2}^{n+1} \). Then we call \( M_1 \) the projection of \( \theta_1 \) on \( s_{j1}^n \) and \( M_2 \) the projection of \( \theta_2 \) on \( s_{j2}^n \) (see Fig 21).

The exact solution on the cell \( T_h \) at time \( t_{n+1} \) is:

\[
\begin{equation}
u^n_h(x, y, t^n + \Delta t) = \begin{cases} u^n_h(x_1(x, y), y_1(x, y)), & \text{if } (x, y) \in F_1^2 \\ v^n_{j3} + t^n + \Delta t, & \text{if } (x, y) \in F_{j3}^2 \end{cases}
\end{equation}
\]

with:

\[
\begin{align*}
x_1(x, y) &= x - a\Omega_x \Delta t \\
y_1(x, y) &= y - a\Omega_y \Delta t \\
\omega_1(x, y) &= \frac{\Omega_x (y - y_{p_{j3}} - a\Omega_y (t^n + \Delta t)) - \Omega_y (x - x_{p_{j3}} - a\Omega_x (t^n + \Delta t))}{\Omega_x (y_{q_{j3}} - y_{p_{j3}}) - \Omega_y (x_{q_{j3}} - x_{p_{j3}})} \\
t_1(x, y) &= \begin{cases} \frac{x_{p_{j3}} + \omega_1(x, y)(y_{q_{j3}} - y_{p_{j3}})}{a\Omega_y} + t^n + \Delta t, & \text{if } \Omega_x \neq 0 \\ \frac{y_{p_{j3}} + \omega_1(x, y)(x_{q_{j3}} - x_{p_{j3}})}{a\Omega_x} + t^n + \Delta t, & \text{otherwise} \end{cases}
\end{align*}
\]

The exact solution on the interface \( I_{j_1}^{n+1} \) is:

\[
\begin{equation}
u^n_{j3} + t^n + \Delta t, \quad (t, \omega) \in D_{j3,1}^2
\end{equation}
\]

\[
\begin{equation}
u^n_{j3} + t^n + \Delta t, \quad (t, \omega) \in D_{j3,1}^2
\end{equation}
\]
with:
\[
\begin{align*}
x_2(t, \omega) &= x_{p_1} + \omega(x_{q_1} - x_{p_1}) - a\Omega_x(t - t^n) \\
y_2(t, \omega) &= y_{p_1} + \omega(y_{q_1} - y_{p_1}) - a\Omega_y(t - t^n) \\
t_2(t, \omega) &= \frac{c_1^2(y_{p_2} - y_{q_1}) + c_2^2(x_{q_3} - x_{p_3})}{d_2}
\end{align*}
\]

\[
\omega_2(t, \omega) = \frac{ac_2^2\Omega_x - ac_1^2\Omega_y}{d_2}
\]

\[
c_1^2 = x_{p_1} - x_{p_3} + \omega(x_{q_1} - x_{p_1}) - a\Omega_x t \\
c_2^2 = y_{p_1} - y_{p_3} + \omega(y_{q_1} - y_{p_1}) - a\Omega_y t \\
d_2 = a\Omega_x(y_{q_3} - y_{p_3}) - a\Omega_y(x_{q_3} - x_{p_3})
\]

- The exact solution on the interface \(I_{j2}^{n+\frac{1}{2}}\) is:

\[
v_h^{n+\frac{1}{2}}(t, \omega_j) = \begin{cases} u^n(x_3(t, \omega), y_3(t, \omega)), & \text{if } (t, \omega) \in D_{i,2}^2 \\ v_{j2}^{n+\frac{1}{2}}(t_3(t, \omega), \omega_3(t, \omega)), & \text{if } (t, \omega) \in D_{j,2}^2 \end{cases}
\]

with:

\[
\begin{align*}
x_3(t, \omega) &= x_{p_2} + \omega(x_{q_2} - x_{p_2}) - a\Omega_x(t - t^n) \\
y_3(t, \omega) &= y_{p_2} + \omega(y_{q_2} - y_{p_2}) - a\Omega_y(t - t^n) \\
t_3(t, \omega) &= \frac{c_1^2(y_{p_3} - y_{q_1}) + c_2^2(x_{q_3} - x_{p_3})}{d_3}
\end{align*}
\]

\[
\omega_3(t, \omega) = \frac{ac_2^2\Omega_x - ac_1^2\Omega_y}{d_3}
\]

\[
c_1^3 = x_{p_2} - x_{p_3} + \omega(x_{q_2} - x_{p_2}) - a\Omega_x t \\
c_2^3 = y_{p_2} - y_{p_3} + \omega(y_{q_2} - y_{p_2}) - a\Omega_y t \\
d_3 = a\Omega_x(y_{q_3} - y_{p_3}) - a\Omega_y(x_{q_3} - x_{p_3})
\]

Case one target (explicit):

- We know the solution \(u^n(x, y)\) in the cell \(T_i\) at time \(t^n\) and the solutions \(v_{j1}^{n+\frac{1}{2}}(t, \omega)\) and \(v_{j2}^{n+\frac{1}{2}}(t, \omega)\) on the interfaces \(I_{j1}\) and \(I_{j2}^{n+\frac{1}{2}}\).

- We define \(\theta_1\) as the intersection between the characteristic line coming from the segment \(s_{j1}^n\) and the segment \(s_{j3}^{n+1}\) (i.e. such that \(d(s_{j3}^n, s_{j1}^n) = a\Delta t\)). We also define \(\theta_2\) as the intersection between the characteristic line coming from the segment \(s_{j2}^n\) and the segment \(s_{j3}^{n+1}\) (i.e. such that \(d(s_{j3}^n, s_{j2}^n) = a\Delta t\)). Then we call \(M_1\) the projection of \(\theta_1\) on \(s_{j3}^n\) and \(M_2\) the projection of \(\theta_2\) on \(s_{j3}^n\) (see Fig 22).

- The exact solution on the cell \(T_i\) at time \(t^{n+1}\) is:

\[
u^n_i(x, y, t^n + \Delta t) = \begin{cases} u^n_i(x_1(x, y), y_1(x, y)), & \text{if } (x, y) \in F_i \\ v_{j1}^{n+\frac{1}{2}}(t_1(x, y), \omega_1(x, y)), & \text{if } (x, y) \in F_{i1} \\ v_{j2}^{n+\frac{1}{2}}(t_2(x, y), \omega_2(x, y)), & \text{if } (x, y) \in F_{i2} \end{cases}
\]
\[
\begin{align*}
x_1(x, y) &= x - a\Omega_x \Delta t \\
y_1(x, y) &= y - a\Omega_y \Delta t \\
\omega_1(x, y) &= \frac{\Omega_x(y - y_{p1} - a\Omega_y(t^n + \Delta t)) - \Omega_y(x - x_{p1} - a\Omega_x(t^n + \Delta t))}{\Omega_x(y_{q1} - y_{p1}) - \Omega_y(x_{q1} - x_{p1})} \\
t_1(x, y) &= \frac{x_{p1} + \omega_1(x, y)(x_{q1} - x_{p1}) - x}{a\Omega_x} + t^n + \Delta t, \quad \text{if } \Omega_x \neq 0 \\
\omega_2(x, y) &= \frac{\Omega_x(y - y_{p2} - a\Omega_y(t^n + \Delta t)) - \Omega_y(x - x_{p2} - a\Omega_x(t^n + \Delta t))}{\Omega_x(y_{q2} - y_{p2}) - \Omega_y(x_{q2} - x_{p2})} \\
t_2(x, y) &= \frac{x_{p2} + \omega_2(x, y)(x_{q2} - x_{p2}) - x}{a\Omega_x} + t^n + \Delta t, \quad \text{if } \Omega_x \neq 0
\end{align*}
\]

\(\theta_1, \theta_2, D_{j2}, D_{j1}, s_{j3}, s_{j1}, j1, M_2, s_{j3}, M_1, j2, j3, F_{j2}, F_{j1}, s_{j2}, \theta_3\)

\(\omega_{n+1/2}(t, \omega_{j3}) = \begin{cases} 
\psi_n^*(x_2(t, \omega), y_2(t, \omega)), & \text{if } (t, \omega) \in D_i \\
\psi_{j1}^*+1(t_3(t, \omega), \omega_3(t, \omega)), & \text{if } (t, \omega) \in D_{j1} \\
\psi_{j2}^*(t_4(t, \omega), \omega_4(t, \omega)), & \text{if } (t, \omega) \in D_{j2}
\end{cases}\)

\[x_1(x, y) = x - a\Omega_x \Delta t \]
\[y_1(x, y) = y - a\Omega_y \Delta t \]
\[\omega_1(x, y) = \frac{\Omega_x(y - y_{p1} - a\Omega_y(t^n + \Delta t)) - \Omega_y(x - x_{p1} - a\Omega_x(t^n + \Delta t))}{\Omega_x(y_{q1} - y_{p1}) - \Omega_y(x_{q1} - x_{p1})} \]
\[t_1(x, y) = \frac{x_{p1} + \omega_1(x, y)(x_{q1} - x_{p1}) - x}{a\Omega_x} + t^n + \Delta t, \quad \text{if } \Omega_x \neq 0 \]
\[\omega_2(x, y) = \frac{\Omega_x(y - y_{p2} - a\Omega_y(t^n + \Delta t)) - \Omega_y(x - x_{p2} - a\Omega_x(t^n + \Delta t))}{\Omega_x(y_{q2} - y_{p2}) - \Omega_y(x_{q2} - x_{p2})} \]
\[t_2(x, y) = \frac{x_{p2} + \omega_2(x, y)(x_{q2} - x_{p2}) - x}{a\Omega_x} + t^n + \Delta t, \quad \text{if } \Omega_x \neq 0 \]

\(\omega_{n+1/2}(t, \omega_{j3}) = \begin{cases} 
\psi_n^*(x_2(t, \omega), y_2(t, \omega)), & \text{if } (t, \omega) \in D_i \\
\psi_{j1}^*+1(t_3(t, \omega), \omega_3(t, \omega)), & \text{if } (t, \omega) \in D_{j1} \\
\psi_{j2}^*(t_4(t, \omega), \omega_4(t, \omega)), & \text{if } (t, \omega) \in D_{j2}
\end{cases}\)
with:

\[ x_2(t, \omega) = x_{p_3} + \omega(x_{q_3} - x_{p_3}) - a\Omega_x(t - t^n) \]
\[ y_2(t, \omega) = y_{p_3} + \omega(y_{q_3} - y_{p_3}) - a\Omega_y(t - t^n) \]
\[ t_3(t, \omega) = \frac{(c_3^1(y_{p_3} - y_{q_3}) + c_3^2(x_{q_3} - x_{p_3}))}{d_3} \]
\[ \omega_3(t, \omega) = \frac{ac_3^2\Omega_x - ac_3^1\Omega_y}{d_3} \]
\[ c_3^1 = x_{p_3} - x_{p_1} + \omega(x_{q_3} - x_{p_1}) - a\Omega_x t \]
\[ c_3^2 = y_{p_3} - y_{p_1} + \omega(y_{q_3} - y_{p_1}) - a\Omega_y t \]
\[ d_3 = a\Omega_x(y_{q_3} - y_{p_1}) - a\Omega_y(x_{q_3} - x_{p_1}) \]
\[ t_4(t, \omega) = \frac{(c_4^1(y_{p_3} - y_{q_3}) + c_4^2(x_{q_3} - x_{p_3}))}{d_4} \]
\[ \omega_4(t, \omega) = \frac{ac_4^2\Omega_x - ac_4^1\Omega_y}{d_4} \]
\[ c_4^1 = x_{p_3} - x_{p_2} + \omega(x_{q_3} - x_{p_2}) - a\Omega_x t \]
\[ c_4^2 = y_{p_3} - y_{p_2} + \omega(y_{q_3} - y_{p_2}) - a\Omega_y t \]
\[ d_4 = a\Omega_x(y_{q_3} - y_{p_2}) - a\Omega_y(x_{q_3} - x_{p_2}) \]

Case two targets (implicit):

- We know the solution \( u^n(x,y) \) in the cell \( T_i \) at time \( t^n \) and the solution \( u^{n+\frac{1}{2}}(t, \omega) \) on the interface \( j_{j_3}^{n+\frac{1}{2}} \).
- We define \( \theta_3 \) as the intersection between the characteristic line coming from \( s_{j_3}^n \) and the segment \([t^n, t^{n+1}] \) for \((x, y) = (x_{j_3}, y_{j_3}) \) (see Fig. 23).
The exact solution on the cell $T_i$ at time $t^{n+1}$ is:

$$u^{n+\frac{1}{2}}_i(x, y, t^n + \Delta t) = v^{n+\frac{1}{2}}_{j_3}(t_1(x, y), \omega_1(x, y)) \quad \text{if } (x, y) \in T_i,$$

with:

$$\omega_1(x, y) = \frac{\Omega_x(y - y_{p,j_3} - a \Omega_y(t^n + \Delta t)) - \Omega_y(x - x_{p,j_3} - a \Omega_x(t^n + \Delta t))}{\Omega_x(y_{q,j_3} - y_{p,j_3}) - \Omega_y(x_{q,j_3} - x_{p,j_3})}$$

$$t_1(x, y) = \begin{cases} 
\frac{x_{p,j_3} + \omega_1(x, y)(x_{q,j_3} - x_{p,j_3}) - x}{a \Omega_x} + t^n + \Delta t, & \text{if } \Omega_x \neq 0 \\
\frac{y_{p,j_3} + \omega_1(x, y)(y_{q,j_3} - y_{p,j_3}) - y}{a \Omega_y} + t^n + \Delta t, & \text{otherwise}
\end{cases}$$

The exact solution on the interface $I_{j_1}^{n+\frac{1}{2}}$ is:

$$v^{n+\frac{1}{2}}_h(t, \omega_{j_1}) = \begin{cases} 
u^n(x_1(t, \omega, y_1(t, \omega)), & \text{if } (t, \omega) \in D_{i,1}^2 \\
v^{n+\frac{1}{2}}_{j_3}(t_2(t, \omega), \omega_2(t, \omega)), & \text{if } (t, \omega) \in D_{j,1}^2
\end{cases}$$

with:

$$x_1(t, \omega) = x_{p,j_1} + \omega(x_{q,j_1} - x_{p,j_1}) - a \Omega_x(t - t^n)$$

$$y_1(t, \omega) = y_{p,j_1} + \omega(y_{q,j_1} - y_{p,j_1}) - a \Omega_y(t - t^n)$$

$$t_2(t, \omega) = \frac{(c_1^2(y_{p,j_1} - y_{q,j_1}) + c_2^2(x_{q,j_1} - x_{p,j_1}))}{d^2_2}$$

$$\omega_2(t, \omega) = \frac{a c_2^2 \Omega_x - a c_1^2 \Omega_y}{d^2_2}$$

$$c_1^2 = x_{p,j_1} - x_{p,j_3} + \omega(x_{q,j_1} - x_{p,j_1}) - a \Omega_x t$$

$$c_2^2 = y_{p,j_1} - y_{p,j_3} + \omega(y_{q,j_1} - y_{p,j_1}) - a \Omega_y t$$

$$d_2^2 = a \Omega_x(y_{q,j_3} - y_{p,j_1}) - a \Omega_y(x_{q,j_3} - x_{p,j_3})$$

The exact solution on the interface $I_{j_2}^{n+\frac{1}{2}}$ is:

$$v^{n+\frac{1}{2}}_h(t, \omega_{j_2}) = \begin{cases} 
u^n(x_2(t, \omega), y_2(t, \omega)), & \text{if } (t, \omega) \in D_{i,2}^2 \\
v^{n+\frac{1}{2}}_{j_3}(t_3(t, \omega), \omega_3(t, \omega)), & \text{if } (t, \omega) \in D_{j,2}^2
\end{cases}$$

with:

$$x_2(t, \omega) = x_{p,j_2} + \omega(x_{q,j_2} - x_{p,j_2}) - a \Omega_x(t - t^n)$$

$$y_2(t, \omega) = y_{p,j_2} + \omega(y_{q,j_2} - y_{p,j_2}) - a \Omega_y(t - t^n)$$

$$t_3(t, \omega) = \frac{(c_1^3(y_{p,j_2} - y_{q,j_2}) + c_2^3(x_{q,j_2} - x_{p,j_2}))}{d^3_3}$$

$$\omega_3(t, \omega) = \frac{a c_2^3 \Omega_x - a c_1^3 \Omega_y}{d^3_3}$$

$$c_1^3 = x_{p,j_2} - x_{p,j_3} + \omega(x_{q,j_2} - x_{p,j_2}) - a \Omega_x t$$

$$c_2^3 = y_{p,j_2} - y_{p,j_3} + \omega(y_{q,j_2} - y_{p,j_2}) - a \Omega_y t$$

$$d_3^3 = a \Omega_x(y_{q,j_3} - y_{p,j_3}) - a \Omega_y(x_{q,j_3} - x_{p,j_3})$$
**Projection step:** The exact solutions are respectively projected onto the spaces $P^k_C$ and $P^k_J$; in the cell $T_i$ at time $t^{n+1}$, the exact solution is projected in $P^k_C$, and on the interfaces $I^+_j(t^{n+1})$, the solution is projected in $P^k_J$. For the case $n=1$ explicit, this leads to the two minimization problems:

\[
\|u_{i}^{n+1} - u^h_i(t^n + \Delta t)\|_i = \inf_{p \in P^k_C} \| p - u^h_i(t^n + \Delta t)\|_i, \tag{20}
\]

\[
\|v_{j3}^{n+\frac{1}{2}} - v^{n+\frac{1}{2}}_h(\omega_{j3})\|^n = \inf_{q \in P^k_J} \| q - v^{n+\frac{1}{2}}_h(\omega_{j3})\|^n, \tag{21}
\]

for the case $n=2$ explicit, it leads to the three minimization problems:

\[
\|u_{i}^{n+1} - u^h_i(t^n + \Delta t)\|_i = \inf_{p \in P^k_C} \| p - u^h_i(t^n + \Delta t)\|_i, \tag{22}
\]

\[
\|v_{j1}^{n+\frac{1}{2}} - v^{n+\frac{1}{2}}_h(\omega_{j1})\|^n = \inf_{q \in P^k_J} \| q - v^{n+\frac{1}{2}}_h(\omega_{j1})\|^n, \tag{23}
\]

\[
\|v_{j2}^{n+\frac{1}{2}} - v^{n+\frac{1}{2}}_h(\omega_{j2})\|^n = \inf_{q \in P^k_J} \| q - v^{n+\frac{1}{2}}_h(\omega_{j2})\|^n, \tag{24}
\]

and for the case explicit two targets, it also leads to three minimization problems:

\[
\|u_{i}^{n+1} - u^h_i(t^n + \Delta t)\|_i = \inf_{p \in P^k_C} \| p - u^h_i(t^n + 1)\|_i, \tag{25}
\]

\[
\|v_{j1}^{n+\frac{1}{2}} - v^{n+\frac{1}{2}}_h(\omega_{j1})\|^n = \inf_{q \in P^k_J} \| q - v^{n+\frac{1}{2}}_h(\omega_{j1})\|^n, \tag{26}
\]

\[
\|v_{j2}^{n+\frac{1}{2}} - v^{n+\frac{1}{2}}_h(\omega_{j2})\|^n = \inf_{q \in P^k_J} \| q - v^{n+\frac{1}{2}}_h(\omega_{j2})\|^n. \tag{27}
\]

Thanks to the Petrov-Galerkin conditions, we can rewrite (20)-(21) as:

\[
< u_{i}^{n+1} - u^h_i(t^n + \Delta t), \left(\frac{x-x_i}{V_i}\right)^l \left(\frac{y-y_i}{V_i}\right)^m >_i = 0 \quad \forall l+m = 0,1,\ldots,k, \tag{28}
\]

\[
< v_{j3}^{n+\frac{1}{2}} - v^{n+\frac{1}{2}}_h(\omega_{j3}), \left(\frac{t-t^{n+\frac{1}{2}}}{\Delta t}\right)^l \omega^m >_m = 0 \quad \forall l+m = 0,1,\ldots,k. \tag{29}
\]

and (22)-(23)-(24) as:

\[
< u_{i}^{n+1} - u^h_i(t^n + \Delta t), \left(\frac{x-x_i}{V_i}\right)^l \left(\frac{y-y_i}{V_i}\right)^m >_i = 0 \quad \forall l+m = 0,1,\ldots,k, \tag{30}
\]

\[
< v_{j1}^{n+\frac{1}{2}} - v^{n+\frac{1}{2}}_h(\omega_{j1}), \left(\frac{t-t^{n+\frac{1}{2}}}{\Delta t}\right)^l \omega^m >_m = 0 \quad \forall l+m = 0,1,\ldots,k. \tag{31}
\]

\[
< v_{j2}^{n+\frac{1}{2}} - v^{n+\frac{1}{2}}_h(\omega_{j2}), \left(\frac{t-t^{n+\frac{1}{2}}}{\Delta t}\right)^l \omega^m >_m = 0 \quad \forall l+m = 0,1,\ldots,k. \tag{32}
\]
Using the decomposition of the solutions in their corresponding basis:

\[ u_i^{n+1}(x, y) = \sum_{p+q=0}^{k} \alpha_i^{n+1,p,q} \left( \frac{x-x_i}{V_i} \right)^p \left( \frac{y-y_i}{V_i} \right)^q, \]

\[ v_{j1}^{n+\frac{1}{2}}(t, \omega) = \sum_{p+q=0}^{k} \beta_{j1}^{n+\frac{1}{2},p,q} \left( \frac{t-t_{n+\frac{1}{2}}}{\Delta t} \right)^p \omega^q, \]

\[ v_{j2}^{n+\frac{1}{2}}(t, \omega) = \sum_{p+q=0}^{k} \beta_{j2}^{n+\frac{1}{2},p,q} \left( \frac{t-t_{n+\frac{1}{2}}}{\Delta t} \right)^p \omega^q, \]

\[ v_{j3}^{n+\frac{1}{2}}(t, \omega) = \sum_{p+q=0}^{k} \beta_{j3}^{n+\frac{1}{2},p,q} \left( \frac{t-t_{n+\frac{1}{2}}}{\Delta t} \right)^p \omega^q, \]

the minimization problems (28)-(29) are equivalent to solving the two following linear systems of size \((k+1)(k+2)/2\):

\[ \sum_{p+q=0}^{k} \alpha_i^{n+1,p,q} < u_i^{n+1}, \left( \frac{x-x_i}{V_i} \right)^l \left( \frac{y-y_i}{V_i} \right)^m \geq < u_h^b(t^m + \Delta t), \left( \frac{x-x_i}{V_i} \right)^l \left( \frac{y-y_i}{V_i} \right)^m \geq_1 \forall l + m = 0, \ldots, k, \]

\[ \sum_{p+q=0}^{k} \beta_{j1}^{n+\frac{1}{2},p,q} < v_{j1}^{n+\frac{1}{2}}, \left( \frac{t-t_{n+\frac{1}{2}}}{\Delta t} \right)^l \omega^m \geq n = < v_h^b(t_{n+\frac{1}{2}},\omega_{j1}), \left( \frac{t-t_{n+\frac{1}{2}}}{\Delta t} \right)^l \omega^m \geq n \forall l + m = 0, \ldots, k, \]

and (30)-(31)-(32) are equivalent to solving three linear systems of size \((k+1)(k+2)/2\):

\[ \sum_{p+q=0}^{k} \alpha_i^{n+1,p,q} < u_i^{n+1}, \left( \frac{x-x_i}{V_i} \right)^l \left( \frac{y-y_i}{V_i} \right)^m \geq < u_h^b(t^m + \Delta t), \left( \frac{x-x_i}{V_i} \right)^l \left( \frac{y-y_i}{V_i} \right)^m \geq_1 \forall l + m = 0, \ldots, k, \]

\[ \sum_{p+q=0}^{k} \beta_{j2}^{n+\frac{1}{2},p,q} < v_{j2}^{n+\frac{1}{2}}, \left( \frac{t-t_{n+\frac{1}{2}}}{\Delta t} \right)^l \omega^m \geq n = < v_h^b(t_{n+\frac{1}{2}},\omega_{j2}), \left( \frac{t-t_{n+\frac{1}{2}}}{\Delta t} \right)^l \omega^m \geq n \forall l + m = 0, \ldots, k, \]

The matrices are the same that in the case n=1 implicit and the case n=2 explicit. For the right hand sides, we have first for the case n=1 explicit:

\[ < u_h^b(t^m + \Delta t), \left( \frac{x-x_i}{V_i} \right)^l \left( \frac{y-y_i}{V_i} \right)^m \geq = \sum_{p+q=0}^{k} \alpha_i^{n,p,q} f_{ex,i}^{p,q,l,m} + \beta_{j1}^{n+\frac{1}{2},p,q} f_{ex,j1}^{p,q,l,m} + \beta_{j2}^{n+\frac{1}{2},p,q} f_{ex,j2}^{p,q,l,m} = b_i(l, m), \]

\[ < v_{j3}^{n+\frac{1}{2}}(\omega_{j3}), \left( \frac{t-t_{n+\frac{1}{2}}}{\Delta t} \right)^l \omega^m \geq n = \sum_{p+q=0}^{k} \alpha_i^{n,p,q} K_{ex,i}^{p,q,l,m} + \beta_{j1}^{n+\frac{1}{2},p,q} K_{ex,j1}^{p,q,l,m} + \beta_{j2}^{n+\frac{1}{2},p,q} K_{ex,j2}^{p,q,l,m} = b_{j3}(l, m), \]
then for the case \( n = 2 \) implicit:

\[
< u_i^b(t^n + \Delta t), \left( \frac{x - x_i}{V_i} \right)^I \left( \frac{y - y_i}{V_i} \right)^m > = \sum_{p+q=0}^{k} \beta_{j3}^{n+1,p,q} f_{im,j3}^{p,q,l,m} \\
= b'_i(l, m),
\]

\[
< \nu_h^{n+\frac{1}{2}}(\omega_{j1}), \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^I \omega^m > = \sum_{p+q=0}^{k} \alpha_i^{n,p,q} K_{im,i}^{p,q,l,m} + \beta_{j3}^{n+\frac{1}{2},p,q} K_{im,j3}^{p,q,l,m} \\
= b_{j1}(l, m),
\]

\[
< \nu_h^{n+\frac{1}{2}}(\omega_{j2}), \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^I \omega^m > = \sum_{p+q=0}^{k} \alpha_i^{n,p,q} M_{im,i}^{p,q,l,m} + \beta_{j3}^{n+\frac{1}{2},p,q} M_{im,j3}^{p,q,l,m} \\
= b_{j2}(l, m),
\]

and for the case explicit two targets:

\[
< u_i^h(t^n + \Delta t), \left( \frac{x - x_i}{V_i} \right)^I \left( \frac{y - y_i}{V_i} \right)^m > = \sum_{p+q=0}^{k} \alpha_i^{n,p,q} j_{ex,i}^{p,q,l,m} + \beta_{j3}^{n+1,p,q} j_{ex,j3}^{p,q,l,m} \\
= b'_i(l, m),
\]

\[
< \nu_h^{n+\frac{1}{2}}(\omega_{j1}), \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^I \omega^m > = \sum_{p+q=0}^{k} \alpha_i^{n,p,q} K_{ex,i}^{p,q,l,m} + \beta_{j3}^{n+\frac{1}{2},p,q} K_{ex,j3}^{p,q,l,m} \\
= b_{j1}(l, m),
\]

\[
< \nu_h^{n+\frac{1}{2}}(\omega_{j2}), \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^I \omega^m > = \sum_{p+q=0}^{k} \alpha_i^{n,p,q} M_{ex,i}^{p,q,l,m} + \beta_{j3}^{n+\frac{1}{2},p,q} M_{ex,j3}^{p,q,l,m} \\
= b_{j2}(l, m),
\]

where the coefficients are given by:

\[
J_{ex,i}^{p,q,l,m} = \frac{1}{V_i} \int_{\Omega_i} \left( x_1(t, \omega) - x_i \right)^p \left( y_1(t, \omega) - y_i \right)^q \left( \frac{x - x_i}{V_i} \right)^I \left( \frac{y - y_i}{V_i} \right)^m \, dx \, dy
\]

\[
J_{ex,j1}^{p,q,l,m} = \frac{1}{V_i} \int_{\Omega_j} \left( x_1(t, \omega) - x_i \right)^p \omega_1(t, \omega)^q \left( \frac{x - x_i}{V_i} \right)^I \left( \frac{y - y_i}{V_i} \right)^m \, dx \, dy
\]

\[
J_{ex,j2}^{p,q,l,m} = \frac{1}{V_i} \int_{\Omega_j} \left( x_1(t, \omega) - x_i \right)^p \omega_2(t, \omega)^q \left( \frac{x - x_i}{V_i} \right)^I \left( \frac{y - y_i}{V_i} \right)^m \, dx \, dy
\]

\[
K_{ex,i}^{p,q,l,m} = \frac{1}{\Delta t} \int_{\Omega_i} \left( x_2(t, \omega) - x_i \right)^p \left( y_2(t, \omega) - y_i \right)^q \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^I \omega^m \, dt \, d\omega
\]

\[
K_{ex,j1}^{p,q,l,m} = \frac{1}{\Delta t} \int_{\Omega_j} \left( x_2(t, \omega) - x_i \right)^p \omega_3(t, \omega)^q \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^I \omega^m \, dt \, d\omega
\]

\[
K_{ex,j2}^{p,q,l,m} = \frac{1}{\Delta t} \int_{\Omega_j} \left( x_2(t, \omega) - x_i \right)^p \omega_4(t, \omega)^q \left( \frac{t - t^{n+\frac{1}{2}}}{\Delta t} \right)^I \omega^m \, dt \, d\omega
\]
\begin{align*}
J_{im,j}^{p,q,l,m} = & \frac{1}{\Delta t} \iint_{T_i} \left( \frac{t_1(x, y) - t_2(x, y)}{\Delta t} \right)^p \omega_1(x, y)^q \left( \frac{x - x_i}{V_i} \right) \left( \frac{y - y_i}{V_i} \right)^m \, dx \, dy \\
K_{im,i}^{p,q,l,m} = & \frac{1}{\Delta t} \iint_{D_{i,1}} \left( \frac{x_1(x, y) - x}{V_i} \right)^p \left( \frac{y_1(x, y) - y}{V_i} \right)^q \left( \frac{t - t_1(x, y)}{\Delta t} \right)^l \omega^m \, dt \, dw \\
K_{im,j}^{p,q,l,m} = & \frac{1}{\Delta t} \iint_{D_{j,1}} \left( \frac{t_2(t, \omega) - t_1(x, y)}{\Delta t} \right)^p \omega_2(t, \omega)^q \left( \frac{t - t_2(t, \omega)}{\Delta t} \right)^l \omega^m \, dt \, dw \\
M_{im,i}^{p,q,l,m} = & \frac{1}{\Delta t} \iint_{D_{i,2}} \left( \frac{x_2(x, y) - x_i}{V_i} \right)^p \left( \frac{y_2(x, y) - y_i}{V_i} \right)^q \left( \frac{t - t_2(x, y)}{\Delta t} \right)^l \omega^m \, dt \, dw \\
M_{im,j}^{p,q,l,m} = & \frac{1}{\Delta t} \iint_{D_{j,2}} \left( \frac{t_3(t, \omega) - t_1(x, y)}{\Delta t} \right)^p \omega_3(t, \omega)^q \left( \frac{t - t_3(t, \omega)}{\Delta t} \right)^l \omega^m \, dt \, dw \\
J_{ex,i}^{p,q,l,m} = & \frac{1}{V_i} \iint_{F_{i,1}} \left( \frac{x_1(x, y) - x_i}{V_i} \right)^p \left( \frac{y_1(x, y) - y_i}{V_i} \right)^q \left( \frac{x - x_i}{V_i} \right) \left( \frac{y - y_i}{V_i} \right)^m \, dx \, dy \\
J_{ex,j}^{p,q,l,m} = & \frac{1}{V_i} \iint_{F_{j,1}} \left( \frac{x_2(x, y) - x_i}{V_i} \right)^p \left( \frac{y_2(x, y) - y_i}{V_i} \right)^q \left( \frac{t - t_2(x, y)}{\Delta t} \right)^l \omega^m \, dt \, dw \\
K_{ex,i}^{p,q,l,m} = & \frac{1}{\Delta t} \iint_{D_{i,1}} \left( \frac{t_2(t, \omega) - t_1(x, y)}{\Delta t} \right)^p \omega_2(t, \omega)^q \left( \frac{t - t_2(t, \omega)}{\Delta t} \right)^l \omega^m \, dt \, dw \\
K_{ex,j}^{p,q,l,m} = & \frac{1}{\Delta t} \iint_{D_{j,1}} \left( \frac{t_3(t, \omega) - t_1(x, y)}{\Delta t} \right)^p \omega_3(t, \omega)^q \left( \frac{t - t_3(t, \omega)}{\Delta t} \right)^l \omega^m \, dt \, dw \\
M_{ex,i}^{p,q,l,m} = & \frac{1}{\Delta t} \iint_{D_{i,2}} \left( \frac{x_2(x, y) - x_i}{V_i} \right)^p \left( \frac{y_2(x, y) - y_i}{V_i} \right)^q \left( \frac{t - t_2(x, y)}{\Delta t} \right)^l \omega^m \, dt \, dw \\
M_{ex,j}^{p,q,l,m} = & \frac{1}{\Delta t} \iint_{D_{j,2}} \left( \frac{t_3(t, \omega) - t_1(x, y)}{\Delta t} \right)^p \omega_3(t, \omega)^q \left( \frac{t - t_3(t, \omega)}{\Delta t} \right)^l \omega^m \, dt \, dw 
\end{align*}
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